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Exercises description

Exercises description

This course includes the following exercises:

* Deploying the IBM Operational Decision Manager (ODM) container
* Deploying the IBM FileNet P8 Content Platform Engine (CPE) container

* Administering the IBM Cloud Pak for Automation containers

In the exercise instructions, you can check off the line before each step as you complete it to track

your progress.

0 Important

The exercises in this course use a set of lab files that might include scripts, applications, files,
solution files, Pl files, and others. The course lab files can be found in the following directory:

/root/labfiles, for Linux

The exercises point you to the lab files as you need them.

User accounts

Type User ID Password
RHEL Operating system root passwOrd
OpenShift Container Platform admin passwOrd

o Important

Online course material updates might exist for this course. To check for updates, see the Instructor

wiki at http://ibm.biz/CloudEduCourses.
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Exercises description

A Attention

Read this section if you want to do the deployment exercises in a different order or
skip a deployment

The order of the labs in this book is IBM Operational Decision Manager (ODM) container
deployment in Exercise 1, followed by the IBM Content Platform Engine (CPE) container
deployment in Exercise 2. Then, in Exercise 3 you do some container management using Red Hat
OpenShift Container Platform.

If you want to learn the deployment of both, the ODM and Content containers, then you can do both
Exercise 1 and Exercise 2 and follow the sequence in this book.

However, if you do not want to work on both the deployments and are interested in just one of them
- ODM or Content, you have that flexibility. Feel free to skip either Exercise 1, or Exercise 2 if you
want to deploy only one container - ODM or Content. You can also choose to change the order of
the deployment by doing Exercise 2 first and then Exercise 1, if you want.

Keep in mind, you must complete at least Exercise 1 or Exercise 2 or both before working on
Exercise 3 on container management. Furthermore, if you skip Exercise 1 or Exercise 2, several
screen captures in Exercise 3 might not match exactly with your environment and you need to
modify few steps to match your project.

If you skip Exercise 1 and do Exercise 2 only, then you can use the cpe-lab project to do all your
work in this Exercise 3. You can also use the container from the cpe-lab project instead of the
containers that are deployed in the odm-lab project. Several screen captures and references might
not match exactly with your environment so you need to modify your steps to match your
environment.

If you skip Exercise 2 and do Exercise 1 only, then you can use the odm-lab project to do all
your work in this exercise. Few screen captures and references might not match exactly with your
environment so you need to modify your steps slightly to match your environment.

6 Information

Both the deployment exercises - Exercise 1 and Exercise 2 are allocated 5 hours each for
completion. It provides plenty of time to troubleshoot and resolve any mistakes or errors in your
labs. Make the best use of the time and do not rush through the labs as that can cause
unnecessary typographical errors or user mistakes.
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Exercise 1. Deploying the IBM Operational Decision Manager (ODM) container

Exercise 1. Deploying the IBM
Operational Decision
Manager (ODM) container

Estimated time

05:00

Overview

In this exercise, you complete the required steps to prepare, configure, and install IBM Operational
Decision Manager (ODM) V8.10.2, which is part of IBM Cloud Pak for Automation V9.0.1 on top of
a Red Hat OpenShift container platform (RHOCP) V3.11.

Objectives

After completing this exercise, you should be able to:
» Start and shut the lab environment
* Connect to Red Hat OpenShift Container Platform (RHOCP)
* Load the ODM docker images for Cloud Pak for Automation (CP4A)
» Create and secure the ODM database
* Deploy the ODM container on RHOCP
» Verify the successful ODM deployment
* Troubleshoot the deployment

* Connect to the ODM containers and successfully log in to the Decision Center console and
Rule Execution Server console

Introduction

The IBM Cloud Pak for Automation (CP4A) offers a software platform to develop, deploy, run, and
manage your digital business automation projects by using its capabilities. In this exercise, you
deploy the ODM containers.

Requirements

Availability of the lab environment that consists of three Red Hat Enterprise Linux V7.7 virtual
machines (VMs) with Db2 Enterprise V11.1.1.1 and Red Hat OpenShift (RHOCP) 3.11 installed.
The required IBM Cloud For Automation (CP4A) software images are already downloaded on a
VM.

© Copyright IBM Corp. 2019 1-1
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Exercise 1. Deploying the IBM Operational Decision Manager (ODM) container

Virtual machine configuration

Each virtual machine is configured with the following specification:

Table 1.

oS CPUs RAM Disk
Red Hat Enterprise Linux (RHEL) 7.7 8 16 GB 300 GB
(64-bit)

List of Servers with Roles

The virtual machines are listed below with their respective roles:

Table 2.

VM RHCOCP Node type IP address Hosthame

VM1- OCP master Master 10.0.0.1 master.cp4a.com
VM2- OCP compute1 Compute 10.0.0.2 computel . cpda.com
VM3- OCP compute 2 Compute 10.0.0.3 compute? . cpda.com

Software Requirements

The following packages are downloaded to the Master node:

Table 3.
Software Folder name
IBM Cloud Pak for Automation images /root/labfiles/cpia

User IDs and Passwords

The following table contains a list of User ID and password information for this exercise:

Table 4.

Entry Point User ID Password
OpenShift web console: admin passwOrd
https://master.cpda.com: 8443

or

https://console.cpd4a.com: 8443

Red Hat Linux VM root passwOrd
Db2 Enterprise db2admin passwird
Decision Center console: odmAdmin passwlrd

https://master.cpd4a.com:< Decision Center
console NodePort>

Rule Execution Server console: odmAdmin passwOrd
https://master.cpd4a.com:< Rule Execution
Server console NodePort>
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Exercise 1. Deploying the IBM Operational Decision Manager (ODM) container

0=

Course updates and errata

\ “ A Course Corrections document might be available for this course.
- ’,!'-"‘:
’ If you are taking the class with an instructor, the instructor can
b provide this document to you.
rrm—h
Info - If you are taking the course in a self-paced environment, the course
corrections document is provided with the other manuals.

To check whether a Course Corrections document exists for this course:

1. Go to the following URL: http://www.ibm.com/developerworks/connect/middleware edu

2. On the web page, locate and click the Course Information category.
3. Find your course in the list and click the link.

4. Click the Attachments tab to see whether an errata document exists with updated
instructions.

5. To save the file to your computer, click the document link and follow the dialog box prompts.
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Exercise 1. Deploying the IBM Operational Decision Manager (ODM) container
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Exercise 1. Deploying the IBM Operational Decision Manager (ODM) container

Exercise instructions

Part 1: Work with the development environment

Before you start working with this exercise, it is important to get familiar with the lab environment. In
this section, you learn how to work with the environment. Give special attention to the steps you
need to take when you go for a long break or return to the labs after extended period (such as the
start of the next day).

Read the following three sections below carefully before starting your environment and connecting
to your VM in step 1:

* Understand the various states of the lab environment
* Decide on using either RDP or Browser to connect to your VM

* Copy and paste code in the environments

Understand the various states of the lab environment

The instructions below describe the states of the lab environment. A good understanding ensures a
pleasant user experience and minimizes any unpredictability in the lab environment.

Three RHEL VMs make up your lab environment. Red Hat OpenShift (RHOCP) 3.11 is already
installed. The RHOCP cluster consists of one master and two compute nodes. VM1 is the master.
This master manages the two compute nodes - compute1 and compute2. It also schedules pods to
run on those compute nodes.

Each square box represents one VM. For the three VMs, three square boxes are displayed next to
each other in one row. The environment can be in any of the three states - Running, Suspended, or
Powered off.

Running state: The environment is running if it displays Running for each VM box. To work with
the lab environment, all the three VMs must be in a Running state. Before you can work with the
labs, always verify that all the three VMs are in a Running state.

[+ Il W ) Sodby date created |~
I Running i1 | O ror I Rurhing i m O roe I Il B O noe

[#] CP4A - master # [#] CP4A - compute1 Fa [~] CP4A - compute2 ra
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Exercise 1. Deploying the IBM Operational Decision Manager (ODM) container

Suspended state: The environment is suspended when it displays Suspended for any single VM
box. After 2 hours of inactivity, the environment automatically suspends to conserve resources.

Usually all the three VMs are suspended together. You cannot work with the lab environment even
if a single VM is in a suspended state. That is because all the three VMs need to communicate with

each other.
[+ > )  sonbydate created |~ | 4
=3 " roe Suspended [ (") nroE Suspended b= (" rop

[] CP4A - master r ] CP4A - computed ¥ ] CP4A - compute? rd

Erfleariliit

Powered off state: The environment is powered off or shuts down when it displays Powered off for
any single VM box. Usually all the three VMs are powered off together. You cannot work with the
lab environment even if a single VM is in a powered off state since all the three VMs need to
communicate with each other.

[+ > Sort by date created |~

[ ] RO® Poswvenad olf (3 RDP Fovesrad off 13 ROP

| CP4A - master ra [+ CP4A - computed ra | CP4A - compute2 F

© Copyright IBM Corp. 2019 1-6
Course materials may not be reproduced in whole or in part without the prior written permission of IBM.



Exercise 1. Deploying the IBM Operational Decision Manager (ODM) container

How to switch from a Powered off state to a Running state? If the environment is Powered off
and you are ready to work on the labs, then you need to bring the environment to a Running state.
You do that by clicking the Run VM(s) icon that is displayed at the top to start the
environment. Wait about 10 minutes for all the VMs and the services to come up before

you are ready to log in.

[+~ | Sort by date created |~ |
Run VM5
Powesed off 1 3 ROP Powered off [ 3 ROD#® Powered off [ 3 ROP
] CP4A - master ra ] CP4A - compute? ra [+] CP4A - compute2 #
Endpaoinis: 1 (master - 1 0.1 Endpoinis: 1 mpute - 10.0.0. Endpoints: 1 (comp e - 10.0.0

300 GB

0 Important

When starting the environment from the Powered off state, make sure to click the Run VM(s) icon
that is displayed above the three VMs. This step starts all the three VMs properly with a single click.
Do NOT click Run this VM next to each VM to start them one at a time.

[~ b Sort by date created |~ |
Fowerned off F\/\ ROF Porestred off F\/\Hﬂ“‘ Powened off b\/\ RDP

7] CP4A - master | gn this Vi | # [+] CP4A - compute1 # ] CP4A - compute2 #

Endpainis

S Endpoints: 1 (com el - 0.2 Emndpoints
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Exercise 1. Deploying the IBM Operational Decision Manager (ODM) container

How to switch from a Suspended state to a Running state? \When the environment is
suspended and you are ready to work on the labs, then you need to bring the environment to a
Running state. You do that by clicking the Run VM(s) icon to start the environment. Wait at
least 10 minutes for all the VMs and the services to come up before you are ready to log in.

[+ | 2 (M | 5ot by date created | ~ i
Run VM(s)
i S (") roe Suspended [ " roe Suspended b (M roe
[ CP4A - master ra [+ CP4A - computed ra [#] CP4A - compute? ra

Er

If you log in too quickly, sometimes the VM might not be responsive for a while when
starting a VM from a suspended state. Even though the status changes to Running,
give it another 5 minutes before connecting. This wait ensures that all services are
up and the VMs are communicating with each other.

0 Important

When starting the environment from the Suspended state, make sure to click the Run VM(s) icon
that is displayed above all the three VMs. This step starts all the three VMs properly with a single
click. Do NOT click the Run this VM next to each VM to start them one at a time.

[ | 4 M Sart by date created |~ 4
Bun WM(s)
spended P \ = RD¥ b‘%ﬁ Suspended h‘Xn

[«7] CP4A - master ra [«] CP4A - computel # [#] CP4A - compute? ra

E i he

=
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Exercise 1. Deploying the IBM Operational Decision Manager (ODM) container

What steps to take before you go for a break of more than 2 hours or are done for the day? It
is a good idea to shut down the environment when you plan to be away for over 2 hours. It prevents
the environment from going into the Suspended state. Power off the entire environment by clicking
the Shut down VM(s) icon that is displayed above all the three VMs. This step stops all the three
VMs properly with a single click. Do NOT click the Shutdown this VM next to each VM in an
attempt to stop them one at a time as that can cause a VM (usually a compute VM) to hang.

= 1| W | Sodtby date created |~

[+] CP4A - master i [~] CP4A - compute rd [+ CP4A - compute2 rd

SWlS 10

16~ 300

What steps to take after you return to labs from a break of more than 2 hours? When you
return after your long break or start work the next day and if you manually shut down the
environment as described earlier, you can click the Run VM(s) icon that is displayed at the top
of the environment. It starts all the VMs together with a single click. Wait at least 10
minutes before logging in to the VM and resuming your lab exercise.

If you forgot to shut down the environment before going for a long break, then your environment
state changes to Suspended after 2 hours. To bring it to Running state, you click the Run VM(s)
icon that is displayed at the top of the environment and that starts all the VMs together.
Wait at least 10 minutes before logging in to the VM. It is possible that the Master VM is
unresponsive or unexpected results and behavior occurs after logging in. If that happens, go back
to your earlier steps that you were doing before the break and verify that they are working correctly
first before continuing with your lab. If things still do not appear to be working correctly, then shut
down the entire environment by clicking the Shut down VM(s) icon that is displayed above all the
three VMs. After you shut down the environment, you can then start the environment by clicking
Run VM(s). which starts all the three VMs together. This process ensures a clean start of the VMs.
Continue working with the labs where you left off before.

© Copyright IBM Corp. 2019 1-9
Course materials may not be reproduced in whole or in part without the prior written permission of IBM.



Exercise 1. Deploying the IBM Operational Decision Manager (ODM) container

Decide on using either RDP or Browser to connect to your VM

You can connect to any of the three VMs by either using your browser or Remote Desktop Protocol
(RDP). If you open RDP or browser sessions for each of the three VMs, make sure to close the
ones not being used to avoid working with the wrong VM. You work with the Master VM only in the

exercise.

Accessing the VM by using the browser: A browser is the quickest and easiest way to access
and use your VM's desktop. You can start the browser by clicking the thumbnail image of the VM in
the square box.

Accessing the VM by using RDP: By default, RDP is enabled in all of your VMs. To use RDP, click
the RDP icon in the upper right corner of the image thumbnail as displayed below.

v I m M Sort by date created  ~

m Rurmng If m M roe ﬂ FRurining 11 W () noe ﬂ Runnng i1t B M roe

[+] CP4A - master &1 Down oad RDP | computed rd /] CP4A - compute2 #

The first time that you click the RDP icon for a VM, a window opens asking what Firefox should do
with this file. Leave the Open With Remote Desktop Connection default option selected and
click OK to open the VM desktop.

e Information

If you use a browser to access the VM, you might notice a possible mouse lag sometimes. You can
try both ways to connect to a VM and choose whichever one works best for you

© Copyright IBM Corp. 2019 1-10
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Exercise 1. Deploying the IBM Operational Decision Manager (ODM) container

Copy and paste code in the environment

Copy and paste is tricky in the environment. It is a good idea to enter all the commands manually in
the command line as instructed the exercise. It ensures correct entry of characters.

When entering commands in the Linux Terminal, always enter the commands in a single
line.

However, if you want to copy and paste some of the longer commands, you need to copy that
command first into a text file, such as Notepad on your local desktop. If the command displays in
multiple lines in Notepad, make sure to format it to a single line. Then, select and copy from
Notepad before pasting into the Linux Terminal. If the paste does not work, then copy from Notepad
file one more time and the second time the paste should work. During testing, it was found that
repeating this step twice usually worked.

Connect to the Master VM in the environment

Now that you read the description of various states of the lab environment, you are ready to start
and work with it.

___ 1. Start your lab environment as mentioned in the previous instructions and make sure that it is
in a Running state. All three VMs must be in the Running state.

2. Use RDP or Browser to connect to the Master VM.

__a. Connect with the Master VM by either clicking the thumbnail image of the VM to start in
the browser or click the RDP icon in the upper right corner of the Master image
thumbnail as displayed below.

- I | O Sort by date created ~

[Hir.---_ 1l B (M ror @ 11 m () rAoe ﬂ ] 11 B ) rop

[] CP4A - master L LAown oad RDP | computeq Fa [/] CP4A - computed ra
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Exercise 1. Deploying the IBM Operational Decision Manager (ODM) container

___b. The first time that you click the RDP icon for the VM, a window opens asking what
Firefox should do with this file. Leave the Open With Remote Desktop Connection
default option selected and click OK to open the VM desktop.

'::l_;]-_lr'lrI{J CP44  master-smartclientrdp 564804150dp

You have chosen to open:

& cPan_ master-smartclientrdp 56480415.rdp
which is: Remote Desktop Connection
from: httpsyfcloud skytap.com

What should Firefox do with this file?
(®)Qpen with | Remote Desktop Connection (defaul)  ~
1) Bave File

[ Do this automatically for files like this from now on.

Settings can be changed using the Applications tab in Firefox's Options.

Lok | cancel

You are now ready to work with the Master VM. Go to the next step to learn how to
log in to the VM.

3. Login to the Master VM. Remember, that you work with the Master VM throughout the
exercise. All the commands that you run in this exercise, you run on the Master VM.
Optionally, you can connect to the compute VMs to explore.

___a. Regardless of the way you connect to the Master VM (either through the Browser or
RDP), the time and date. is displayed on the desktop the first time you connect. Click the
Enter key anywhere on the desktop to display the login screen.

h CPAA__ master-smartchentrdp_56420415 - smart-uscentral skytap.com - Remote Desktop Co..  — O >

07:20

Friday, November 01
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Exercise 1. Deploying the IBM Operational Decision Manager (ODM) container

___b. Click the Enter key anywhere on the desktop to display the login screen.

E’ dbZadmin
a db2fencl

__¢. Click Not listed.

__d. Enter root in the Username field and click Next.

__e. EnterpasswOrd in the Password field and click Sign In.

___f. You are now successfully logged in to the VM.
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Exercise 1. Deploying the IBM Operational Decision Manager (ODM) container

Part 2: Load the ODM docker images for Cloud Pak for Automation

The installation of Cloud Pak for Automation requires downloading and deploying the appropriate
docker images. The CP4A images needed for the labs are already downloaded and available under
the /root/labfiles/cp4a folder. In this section, you load the required ODM images for CP4A.

1. Verify that you are connected to the Master VM as instructed in the previous section.
2. Loginto Red Hat OpenShift by using the command line

___a. Double-click the Terminal shortcut on the desktop to open it.

___b. Inthe terminal that opens, login to the OpenShift cluster. The OpenShift console URL is
https://console.cpda.com: 8443 andthe usemame/password is admin/passwlrd.

oc login https://console.cpd4a.com:8443 -u admin —p passwOrd

___c¢. Verify that the Login successful message is displayed.

© Copyright IBM Corp. 2019 1-14
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Exercise 1. Deploying the IBM Operational Decision Manager (ODM) container

d. Examine the list of projects that is displayed. The asterisk * next to a project name

indicates the project that is being used in the current session. Verify that default project
is being used. You do not work with this default project but create a new one in a later

step.

Cila Cn  Lhiasa

Casrrh Tasssinud LUals

roctifmaster:-

|root@master ~]# oc login https://console.cpda.com:8443 -u admin -p passwird
Login successful

* default

openshift

apenshift

openshift-
openshift-
openshift-
openshift-
openshift-
openshift

-weh-console

=
Eube- 2y Tén
Banagemen t-infra

console
infra
lagging
manitoaring
node

sdn

Using project

*default=.

[root@master ~]# ]

__ 3. Check the status of the nodes.

You have access to the following projects and can switch between them with
roject sprojectnames’ :

‘oc p

___a. Verify that the master and the two compute nodes are in the ready state.

oc get nodes

NAME

computel.
computel.
master, cpda, com

[root@master ~]# oc get nodes

cpda.com
cp4a.com

ROLES
compute
compute
infra, master

AGE
12d
12d
12d

VERSTON

wl.1ll.@0+d4cacce
vl.11.8+d4cacce
wl,1l.8+ddcaccd

T I3

___b. Verify that three nodes are listed and the status is Ready for all the nodes.

__4. Create an OpenShift project for ODM

___a. Create a project called odm-lab for ODM

oc new-project odm-lab

[root@master ~]# oc new-project odm-lab
Mow using project "odm-lab® on server "https://console.cpda.com:B8443",

. Lry:

to build a new example application in Ruby.
[rootidmaster ~J# [J

You are now ready to use this new project.

© Copyright IBM Corp. 2019
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Exercise 1. Deploying the IBM Operational Decision Manager (ODM) container

Load the ODM docker images
___a. lIdentify the images for ICP4A that are located under /root/labfiles/cp4a folder

cd labfiles/cp4a

1s

[root@master ~]# cd labfiles/cpda

[root@master cpdal# ls

ibm-dba-contentservices-3.8.6.tgz ICP4Al19.0.1l-ecm.tgz loadimages.sh
ibm-odm-prod-2.2.0.1t92 ICP4A19.0.1-0dm. tgz

[root@master cp4al# ll

___b. Create a login token for the internal docker registry to connect to the internal docker
registry.

oc whoami -t

[root@master cpdal# ls
ibm-dba-contentservices-3.0.0.tgz ICP4Al19.08.1-ecm.tgz loadimages.sh
ihm-adm-nrad-2 2 A taz TrPAATG A 'I-{j{jm_‘tuz'

[root@master cpdal# oc whoami -t
jPubDUXvwORLDbf5FSGsWSollsdeSuEkYahe3USdVPgg
[root@master cpdal# !

c. Log in to the internal docker registry by using an authentication token. Replace the

token variable with the token that you created in the previous step. Make sure to include
the token in quotation marks (single or double quotation marks). Do not copy and paste

the command from the pdf because the VM does not interpret the quotation marks
correctly.

docker login docker-registry.default.svc:5000 -u admin -p ‘<token>'

[root@master cpdal# oc whoami -t

B RV TFMs AT Thl 46 TG aunnusn - 3 aw3a1 1T%m e Mooty

[roct@master cpdal# docker Llogin docker-registry.default.sve:56008 -u admin -p '3
WCNYZMcq2ylbljs KT9-gwuvzp-igx2qllXnsOwyGy '

Login Succeeded

[root@master cpdal# fl

You are now ready to push the ODM images to the internal docker registry. Before you
load the registry, you can examine the 1oadimages. sh shell script that is included
under the /root/labfiles/cp4a folder. Open the 1oadimages. sh script using an
editor of your choice. Optionally, you can double-click the Home folder on the desktop,
goto /root/labfiles/cp4a and then right-click loadimages.sh to open with Text
Editor. Examine the 1oadimages.sh script and close it when done. Do not make any
changes. This script loads the images and pushes them to internal docker registry.
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Exercise 1. Deploying the IBM Operational Decision Manager (ODM) container

___e. Change the permission of the shell script before you run it.

chmod +x loadimages.sh

__f.  Push the ODM images (1CP4219.0.1-odm.tgz) to the internal docker registry. Do not
enter any space in the command:

./loadimages.sh -p ICP4A19.0.1-odm.tgz -r docker-registry.default.svc:5000/odm-1ab

Mt cnntomarvar ~ndnls shmad iv 1asdimsnss ch

[root@master cpdal# ./loadimages.sh -p ICP4A19.0.1-odm.tgz -r docker-registry.de
fault.svc:56800/0dm- Lab

Important! Please ensure that you had login te the target Docker registry in adv
ance.

Important! The load image sample script is for x86 64, amdé4, or 1386 platforms
only.

Supported arch: x86 64

fopa path: ICP4A19.6.1-o0dm.tgz

arr_ppa_archive: ICP4A19.8.1-odm.tgz

target docker repo: docker-registry.default.svc:5888/0dm-1lab

Eheck image archives in the PPA package: ICP4A19.8.1-odm.tgz

It takes about 10 minutes for the command to run and the images to load. Wait until the
command completes.

___g. When the command completes, verify that all the ODM images are successfully loaded.
Five images are listed.

Wmlﬂlr.-ﬂqhﬂﬁﬂph = @B =

File Edit View Seach Terminal Help
Loading image file: images/bE15d668b32e501d32212ddbabdIb4Td9d0cafefbb267171d14cedPed5830ce. tar.gz
Loaded image: odm-decisionrunner:8.10.2.0-and64
The push refers to a repesitory [docker-registry.default.sve:5000/0dm-lab/odn-decisionrunner]
B.16.2. 6-amdéd: digest: shalS6:a5837faB40a96931d5218217d38525cdddacdad2zadlefoicBoal facesS?dbTdl size: ST60
Pushed image: docker-registry. default. sve:3808/odm-Lab/odn-decisionrunner:8.16.2. 0 -amdid
Loading image file: images/dibfaaBadecTba53led2dablldibb243da99b6d0319cidfcchBaglt2eldladcib. tar.gz
Loaded image: odm-decisionserverconsole:@. 10,2, 0-amdéd
The push refers ta a repository [docker-registry.default.sve:5000/0dm-lab/oda-decisionservercansole]
B.10.2.0-amdfd: digest: sha256:{0321121d921a57d1becl925ab3ae5906bdbeleaddTsT4a3217a035630cB0147 size: 5760
Pushed image: docker-registry.default.sve:5000/0dm- labsodn-decisionserverconsole:B.10.2.0- amd64
Loading image file: images/efe238le3z7304ef4alca5f708a179b707d55a5506Td5929192443104500170d. tar.gz
Loaded image: odm-decisionserverruntime:B.10.32.08-amd64

The push refers to a repository [docker-registry.default.svc:5608/0dm-lab/odn-decisionserverruntine)
8.10.2.0-amdé4: digest: sha2i6:3ifadebiiTbiStbbaScdedef270fbERc3ad39labd41814d1T3015a0c0084b2044 size: 3760
Pushed image: docker-registry.default._sve:5688/cdm-Labfodn-decisionserverruntine:8, 16, 2. 6-amdéd

PPA package ICPMA1S.0.1-od6.1gF whs processed completely.

Docker images push to decker-reglstry.default.svo: 50007 0dm- Lab completed, and check the Tﬂll{ll-rll"ll; images 1in the Docker
registry:
= docker-registry.default, svc:5000/0dn- labs/dbserver: 8,10, 2.0 -amd64
docker-registry.default.svc:5008/0dn- lab/odm-decisioncenter:8.10.2.0-and64
docker-registry . default,sve: 3808 /odn- lab/odm-decisionrunner: 8,18.2.8-andéd
docker-registry. default. svc:5888, /0dn- lab/odm-decisionserverconsale:8. 16,2 .6 -amd6d
dﬂ:k.er-regu-lry.defaull.svt:SEHB.ﬂ'ndn-Ia.b.fddrr.-def.h!nnseruerrunlirr.e:ﬂ.IB.?.B-arndM

You are now ready to create the ODM database.
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Exercise 1. Deploying the IBM Operational Decision Manager (ODM) container

Part 3: Prepare the required ODM database
In this section, you create the required ODM database and connect to it.
__ 1. Create an ODM database

__a. Switchtothe /root/labfiles/odmlab folder and list the contents of the folder. The
database script odmdb.sql is available there.

cd /root/labfiles/odmlab

1s

14 e - am - -

Jlrantﬁmaster odmlable cd srootslabfiles/odmlab
jlroot@master odmlabl# 1s

lodmdb . 591 values.yaml

[root@master odmlab)e [J

___b. Initialize the Db2 environment variable and run the create database script.

/home/db2admin/sqgllib/db2profile

db2 -tf odmdb.sqgl

4 - v — T

[roct@dmaster ~]# cd Sroot/labfiles/odmlab
[rect@master odmlabl# 1s

[root@master odmlable . shome/db2admin/sqllibsdb2profile
‘lrﬂutﬁhailcr odmlab)l® dbz -tf cdmdb.sqgl

i

__c. Ittakes few minutes for the database script to run. Verify that the script ran successfully
and the database is created.

[rootimaster odmlab)# db2 -tf odmdb.iql
DBE20080T The CREATE DATABASE command completed successfully.

l Database Connection Information

DB2/LINUXXES64 11.1.1.1
ROOT
ODHDE

Database server
S0L autharization ID
Local database alias

;ﬁHlBHBEI The 50L command completed successfully.
lpB269EAI  The SOL command completed successfully.
_DEEDEBDI The SOL command completed successfully.
;DBEBBBBI The S0L command completed successfully.

DBEZOEOAI The SOL command completed successfully.

|bB20REET  The SOL command completed successfully.

[root@master odmlabls H

__ 2. Secure the ODM database.

© Copyright IBM Corp. 2019 1-18
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Exercise 1. Deploying the IBM Operational Decision Manager (ODM) container

To secure access to the database, a secret must be created to encrypt the database user
and password before installing the helm chart.

___d. Make sure that you are logged in to the OpenShift cluster. The OpenShift console URL
is https://console.cpda.com: 8443 and the usemame/password is admin/passwOrd

oc login https://console.cpd4a.com:8443 —-u admin -p passwOrd

___e. Verify that the Login successful message is displayed and that you are using the
odm-lab project.

Login successful.

You have access to the following projects and can switch between theém with 'ec p
roject <projectnames’:

default

kube-public

kube-system

- ln‘ra
I * gdm-lab I

WS REEL R L

openshift-console
apenshift-infra
openshift-lagging
openshift-monitoring
openshift-node
openshift-sdn
openshift-web-console

| Usimg project “ndm-Lah".I

___f. Another way to find out which project you are using is to query OpenShift through the
project command.

oc project

[rbn'l,@m.‘n-_’..'.'rr' odnlab|# oc project
Using project “odm-lab® on server "https:/fconsole.cpda.com:B443",

L1 W ARG LT MU G e

__g. Before creating a secret, it is a good idea to ensure that another secret with the same
name does not exist in the cluster.ine.

oc get secret

__h. Check the list of secrets that are returned and make sure that the odm-db-secret is not

listed.
i
|[reot@master odmlab]# oc project
Wsing project “odm-lab® on server *https://console.cpds, com:B443%,
[root@master odmlab)# oc get secret
HAME TYPE DATA AGE
builder-dockercfg-kfjs4 kubernetes, io/dockercfg 1 13h
builder-token-cxdnk kubernetes, fo/service-account -token 4 13h
Bullder-taken-vikkbh kubernetes ., fo/service-account - token 4 13k
default-dockercfg-qdbt2 kubernetes. io/dockercfyg 1 13h
default-token-wtbgx kubernetes. iofservice-account - token 4 13h
default-token-x7drp kubernetes. io/service-account-token 4 13h
deployer-dockercfg-Gnxd6 kubernetes, fo/dockerclyg 1 13k
deployer-token-kBhve kubernetes. io/service-account -token 4 13h
deployer - token - whkbmd kubernetes. io/service-account - token 4 13h
T TR T T
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Exercise 1. Deploying the IBM Operational Decision Manager (ODM) container

___i. Alternatively, instead of listing all the secrets and looking for one through the list, you
can also check for the odm-db-secret specifically.

oc get secret odm-db-secret

[root@master odmlab]# oc get secret odm-db-secret
iNo resources found.
IErrnr from server (NotFound): séecrets “odm-db-secret® not found

[

__j. Now that you confirmed that the secret does not exist, you are ready to create it. Enter
the entire command on a single line:

oc create secret generic odm-db-secret --from-literal=db-user=db2admin
——from-1iteral=db-password=passwOrd

[ root@master ~]#& oc create secret generic odm-db-secret --from-literal=sdb-user=d
»2admin --from-literal=db-password=password

secret/odm-db-secret created

[rootgmaster ~1# |

___ k. Verify that odm-db-secret is created.

‘oc get secret odm-db-secret

[root@master ~]# oc create secret generic odm-db-secret --from-literal=sdb-user=d
b2admin --from-literal=db-password=password

[root@master ~]# oc get secret odm-db-secret
MAME TYPE DATA AGE
odm-db-secret Dpagque 2 1m
Iroot@master ~14 W

You are now ready to deploy the ODM container.

Part 4: Deploy the ODM container

___ 1. Add privileges to the ODM project.

oc adm policy add-scc-to-user privileged -z default

[ rootgmaster odalab|# oc adm policy add-scc-to-user privileged -z default
scc "privileged® added to: [“system:serviceaccount:odm-lab:default=]

__ 2. Install the helm chart for deployment

__a. Review the yaml file. Make sure that you are in the /root/labfiles/odmlab folder
to list the contents of the folder. The values.yaml is available there.

cd /root/labfiles/odmlab
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Exercise 1. Deploying the IBM Operational Decision Manager (ODM) container

1s

. 5
jlroot@master odmlab]# cd froot/labfiles/odmlab
jlroot@master odmlabl# 1s
;o-r]rr db.sql walues.yaml &

||.__.,_.......... [——— -

__b. Openthe values.yaml file by using an editor of your choice. Optionally, you can
double-click the Home folder on the desktop, goto /root/labfiles/odmlab and
then right-click values. yaml to open with Text Editor. Examine the values.yaml
script and close it when done. Do not make any changes as this file contains the
properties for the helm chart that you use in the next step.

___ 3. Run the installation.

___a. Switch to the cp4a folder and list the contents of the folder. The
ibm-odm-prod-2.2.0.tgz helm chart is available there.

cd /root/labfiles/cpida

1s

|[root@master odmlabl# cd /root/labfiless/cpda
f[ rootidmaster cpdal#® 15
- - = 8.0.191

(Lbm-odm-prod-2.2.8

___b. Install the ODM helm chart using helm command.command:

‘helm install ibm-odm-prod-2.2.0.tgz —--name odm-lab -n odm-lab -f ../odmlab/values.yaml

[root@master cpdal# ls
ibm-dba-contentservices-3.0.8.tgz ICP4Al19.08.1-e2cm.tgz Lloadimages.sh

[root@master cpdal# helm install 1hm-ndm-prnd-2.2.a_fgz --name odm-lab -n odm-la
b -f ../ odmlab/values.yaml
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__c. The command completes quickly and returns at the command prompt.

echo $SCHEME://SNODE IP:SMODE PORT DC/steamserver

- Decision Runner
export NODE PORT DR=%(kubectl get --namespace odm-lab -0 jsenpath="{.spec.ports[@].nodePort}” services odm-1
ab-odm-decisionrunner)
export NODE IP=4(kubectl get nodes --namespace odm-lab -0 jsonpath="{.items[@8].status.addresses[8)].address}"
]
echo $SCHEME://$NODE IP:SMODE PORT DR/DecisionRunner

- Decision Server Console
export NODE PORT DSCs%(kubectl get --namespace odm-lab -o jsonpath="{.spec.ports[@].nodePort}® services odm-
lab-odm-decisionserverconsole)
export MODE IP=S%(kubectl get nodes --namésphce odm-lab -o jsonpath="{.items[0].status. addresses[8] . address)”
)
echo $5CHEME: /S SNODE IP:SMODE PORT DSC/res

- Becision Server Buntime
export MODE PORT DSR=%5(Kubectl get --naméspace odm-lab -0 jsonpath="{.spec.ports[@].nodePort}™ services odm-
lab-oda-decisionserverruntime)
export NODE IP=4%{kubectl get nodes --namespace odm-lab -o jsonpath=={.items[8].status.addresses[@].address}"
b
e&chg $SCHEME : //SNODE IP: SMODE PORT DSR/DEcisionService

To learn more about the odm-lab release, try:

5 helm status odm-lab
4% helm get odm-lab

[root@master cpdal# I

If everything went well, the ODM container is deployed in few minutes. You verify that in the
next section.

Part 5: Verify successful ODM deployment

In this section, you run several verification steps for successful ODM deployment

1. Check the status of the pod. A list of pods returns with a status of either running, failing,
starting, crashing or something else. Although it takes time for the containers to start,
checking the status first gives a good idea of the state of the pod.

___a. Check the status of the pod.

oc get pods

___b. Verify that there are four rows for pods.

[root@master cpda]# oc get pods

NAME READY STATUS RESTARTS AGE
odm-lab-odm-decisioncenter-7f78864chd - kwvb? asl ContainerCreating @ 225
odm-lab-odm-decisionrunner-bebf759fd-veomd as1 ContainerCreating a 22s
odm-lab-odm-decisionserverconsole-77c88fbba5-snrlb 8/1 ContainerCreating @ 225
odm-lab-odm-decisionserverruntime-78c44b4547-ck776 as1 ContainerCreating a 225

[root@master cpdal# |

c. Examine the status of the pods. They are being created. It takes few minutes for the
pods to start and get into a Running status. It is OK if you see a Ready state of 0/1 for
containers. Give it few minutes to change to state 1/1. While you are waiting for the state
to change, continue to the next step for some verifications.
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___ 2. Verify the deployment status. When the deployment is started, the helm chart creates
among others artifacts, a deployment.
Run the command to check deployment and get detailed information about the

deployment.

__a

oc describe deployment odm-lab

T L RO e T e T
export MODE PORT DS5A=%(kubectl get --namespace odm-lab -0 jsonpath="{.spec.ports{@].nodefort}” services odm-
Lab-odm-decisionserverrunt ime)
-namespace odm-lab -0 jsonpath="{.items[0].status.addresses[8].address}”

expart NODE IP=%(kubectl get nodes -

1
echo S£SCHEME://SNODE IP:3HODE PODRT DSR/DecisionService

To learn more about the odm-lab release, try:

% helm status odm-lab
% helm get odm-lab

[root@master cpdal#® oc describe deployment odm-lab

___b. Verify that a message is received that the replica set was successfully scaled to 1.

Conditions:
Type Status Reason
Available False MinimumReplicasUnavailable
Progressing True ReplicaSetUpdated

OldReplicaSets: =nonés
HewReplicaSert: odn-lab-odm-decisionserverruntime-6bdeccg48b9 (171 replicas created)

Events:

bdcCcB4EDD To 1

Illnntanﬂh!ﬂJ cpdals I

__ 3. Check the replica set.

__a. Runthe command to check the replica and return the information that a pod is created.

oc describe replicaset odm-lab

[root@master cpdal# oc describe replicaset odm- Lab |

Haedium:

Events:
Type Reason fge From Message

odm-lab- ode-decisionserverruntime-6bdccg48b9

Normal SuccessfulCreate 7Tm replicaset-controller] Created pod:

nzhSp

| root@master cpdal#

__ 4. Check the pod for messages that are generated during its creation.

___a. Runthe command to view the pod creation messages and watch for errors.

oc describe pod odm-lab

1-23
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[root@master cpdal# oc describe pod odm-Lab]

Type Reasan Age From Message

Mormal Scheduled 1m default-scheduler Successfully assigned odm-lab/odm-lab-odm-decisionserverrunt
ime-T78c44b4547-bmfcf to computel.cpda.com

Mormal Pulling im kubelet, computel.cpda.com pulling image “docker-registry.default.$vc: 5808/ 0dm- Labsfodm-
decisionserverruntime:8.18. 2. 8-amd6d4"

Mormal Pulled im kubelet, computel.cpda.com Successfully pulled image “docker-registry.default.svc:5008/
pdm-lab/odm-decisionserverruntine:8.18.2.0- and64"

Mormal Created 595 kubelet, computel.cpda.com Created container

Mormal Started 395 kubelet, computel.cpda.com Started contalner

5.

___ 5. Check the status of the pod one more time.

__a. Now that some time is passed, you run the verification again to make sure that the state
of containers is 1/1 and that all have a Running status.

oc get pods

[root@master cpda)# oc get pods

NAME READY STATUS RESTARTS AGE
odm-lab-odn-decisioncenter-7f7B864cb4 - foals 1/1 Running @ 4am
odm-lab-odn-decisionrunner-b6bf759fd-9rh59 1/1 Running @ Aam
odn-lab-odn-decisionserverconsole-77c8a8fbb85-f7xhvy 171 Running @ 4m
oda-lab-oda-decisionserverruntime-78cd44bdS47 -6mT ey 1/1 Running 2] 4m

[FOOLEmMasLeEl cpsa)l®

___b. The successful installation results in containers with a Running status. Make sure that
the status is Running for all containers. It is important that the container also displays 1/1
as in Ready. If it displays 0/1, then give it few more minutes before it changes to 1/1.

Part 6: Troubleshoot failed deployment.

Several tasks are available for you troubleshoot a failed deployment. This section describes
some of the steps you can take to ensure a successful deployment.

1. Check for typographical errors. If your deployment fails or you see an error, then the first
thing to check is to make sure that there are no typographical errors. Check the typed
command to see any obvious mistakes. You can scroll up through the terminal and examine
the previous commands run, if needed. You can use the up arrow key in your keyboard to
recall the earlier run commands to scan through any mistakes and make corrections and
run them again.

2. \Verify that the lab environment is up and running. If you just started a suspended
environment, then make sure that you give plenty of time before working with the
environment. A good verification is to log in to the OpenShift console and make sure that
you are successful.

oc login https://console.cpda.com:8443 —u admin -p passwlrd
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3. Verify the current project.

___a. Verify that you are connected to the correct project - odm-lab.

oc project

[root@master cpdal#® oc project : g
Using project “odm-lab® on server “htips:/f/console,cpda, com: 8443
[rootgmaster cpaale i

__b. Ifthe current project is the default project or some other project, then switch to the
odme-lab project.

oc project odm-lab

| rooT@master Cpdal#® o project odm-Lab
oW using pfﬂ]E{t “odm-lab® on server "hIIFS:f{(dﬁiﬁle.ﬂp4a.¢¢ﬁ:ﬂﬂd]“
Iroot@master codale

___ 4. Check the logs for the pod, fix errors, and then redeploy.

__a. You can also check the logs for a failed or crashing pod to help troubleshoot the
problem. First, check the pod status to identify the pod name that is being used in the
current run.

oc get pods

The state of a pod might be stuck at 0/1 even though it says it is Running. If it does not
change to 1/1 even after a while then you might want to check the log for that pod. Copy
the name of that pod.

[root@master cpdal® oc get pods

STATUS RESTARTS AGE
odm-db2adnin-odm-decisioncenter-55f76b548b- 6Tmgr as1 Aunning @ im
- e —————— ————— ARunning 2] 2m
adm-db2adain-odm-decisionserverconsole-6445b54d8%9 - g&49T 171 Running a ry |
|-:-|:Ir|1-db?a#hm-oﬂm-dec15-J<>n5m'v|=.-rru*.|t1me-E-l:rESE.S-L?-I-.h?S 1/1 Running a |

In other failures, it is possible that a pod fails to start and gives an error. If that happens,
then you can again copy the name of the failing pod (s) to check the logs.

[root@master cpdal® oc get pods

MAME READY [  pe— RESTARTS AGE
gdm-lab-odm-decisioncenter-TT TAR64chd -nFBCk 8s1 CreateContainerConfigErrar B 3%
oda-lab-odm-decisionrunner-b6bf7591d -mEsBc as1 CreateContainerConfigError a as
odm-lab-odm-decisionserverconsole-77cB8fbbB5-hpvge | /1 CreateContainerCenfigError il 3s
odm-lab-sdm-decisionserverruntime - TAc44bA547 - gwdxh 8s1 CreatefontainerConfiaErrar ] is

___b. Check the logs of a specific problematic pod by using its name.

oc logs odm-lab-odm-decisioncenter-7£78864cb4-nz8ck ‘

[root@gmaster cpdal#® oc logs odn-lab-odm-decisioncenter-7f78864chd-nzack
Error from server (BadReguest): container "odm-lab-odm-decisioncenter” in pod "odm-lab-ocdm-decisioncenter-7f78864ch
4-nzBck™ is waiting to start: CreateContainerConfigError
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Exercise 1. Deploying the IBM Operational Decision Manager (ODM) container

The result above indicates a problem with the request. You can go back to see whether
any mistake was done or a step was skipped.

__ 5. Remove the current failed deployment, fix errors, and then redeploy. You do not need to run
this step if you successfully deployed the ODM. In that case, you can review this step.

___a. Runthe command to purge the deployment. Do NOT run this command when the
deployment is successful. Note that there are two dashes right before purge (even
though it may look like a single dash) in the command. You can run this if you identified
the problem, made the correction, and are ready to install the helm chart again for
deployment.

helm delete odm-lab —--purge

irnnTﬁ_“m.\l,le ri:-—‘.‘lj# helm delete odm-lab - -purge
release "odm-lab® deleted

___a. Check the pod status. The pods start terminating.

oc get pods
_Ficicevis
HAME READY STATUS RESTARTS AGE
odm- lab-odm-decisioncenter-7f78864ch4- fcola 1/1 Terminating @ 5h
odm-lab-odm-decisionrunner-bEBTT59fd-9rh59 171 Terminating 5] &h
odm- Lab-odm-declisionserverconsole- 7TTcBBTbbES - f Txhy 1/1 Terminating 8 5h
edm-lab-odm-decisionserverruntine- 78c44b4547 -6afct 1/1 Terminating © 5h

___b. Run the check again to verify the pods again until resources are no longer available.

[root@master cpdal# oc get pods
Ho resources found.

___¢. Now you are ready to install ODM helm chart again by using the helm command:

’helm install ibm-odm-prod-2.2.0.tgz —--name odm-lab -n odm-lab -f ../values.yaml ‘

[root@master cpdal# 1s

es
I||-::n!|:n_3-.-.|-\.!4~| cpdald helm install ibm-odm-prod-2.2.8.192 --namé odm-lab -n odm-lab -7 .._."c;rlml.ll:-_-"-'.:l|.|“..','.|'|'.II

Part 7: Access the running ODM containers

Now that ODM is deployed, you are ready to connect to it. In this section, you verify the connectivity
and access to ODM. You do not do any ODM development or other work with ODM. It is the task of
an ODM developer or ODM Administrator.

___ 1. Identify ports and URL for the running containers

___a. Verify that the pods are running.
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Exercise 1. Deploying the IBM Operational Decision Manager (ODM) container

__b. Find the port numbers.
oc get services
[reot@master cpdale
[root@master cpdal# oc get 5erv1ce5]_
__c¢. Examine the output from the command. It displays the node ports of the running
services. You log in to the relevant services in the next steps.
[root@master cpdal#
NAHE TYPE CLUSTER-IP EXTERNAL-IP PORT(5) AGE
odm-lab-odm-decisioncenter NodePart 172.38.193.114 CAOMe 9453 : 32387 /TCP 21lm
odm-lab-odm-decisionrunner NodePaort 172.38.18.40 =fones 9443 : 3B6EA/TCP 21m
odm-lab-odm-decisionserverconsole NodePort 172.39.220.97 =RgneE= 9443 : 30680/TCP | 21m
odm-lab-odm-decisionserverconsole-notif ClusterIp 172.36.184.115 <nonex> 18B3/TCP 2lm
odm-1ab-odm-decisionserverruntime NodePart 172.30.288.113 =Aones 9443 :31764/TCP 21m

___ 2. Connecting to the Decision Center console

__ a.

Find the node port for the decision center. The node port in the view below are the 5

digits between the colon and the forward slash. The node port in your environment is
different from the node port in the view below:

[root@master cpdal#®
[rootémaster cpdal® oc get services

I odr-1ab

-pdm-decisioncenter I

odm-lab
odm-lab
odm-lab

Bt ien

-gdm-decisionserverconsole
-odm-decisionserverconsole-notdf
-gdm-decisionserverruntime

sctnr coa-la Bl

TYPE
NodePart
NodePort
NodePort
ClusterIpP
NodePort

CLUSTER-IP

172.

172

38.193.114

.30.108.40
172.
172.
172.

38.228.97
36,184,115
39.208.112

EXTERNAL-IP
=MNangs>
=nNana=
“None>
=ngng>
=ngngs

POF p—

Bda, awwery 1 n P
9443 :306808/TCP
1883/TCP

Q443 :31764/TCP

AGE
21m
Z21lm
21m
Z1im
Z2lm

___b. Start the Decision Center console in the browser. Start Firefox and enter the following

© Copyright IBM Corp

URL:
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___c¢. Verify that the Firefox warning page is displayed in the browser.

A Warning: Potential Secu L
=2 0 & @ hitpacifimasten cpda.com 32307 e @ £ || Q Search

W

Warning: Potential Security Risk Ahead

Firefox detected a potential security threat and did ot continue to master.cpda.com. If you visik this site, attackers could
try o steal information bioe your passwords, emails, or credit card details.

‘YWhat can you do aboust it?

The Biue & most liehy with the webslte, and there & nn'lhnq you can do o resalve it

If you are on a corparate network or using anth-vires software, you can reach out to the support teams for sssistance
You can also notify the websie's administrator about the problem

Learn mare

__d. Click Advanced.

___e. Scroll down and click Accept the Risk and Continue.

What can you do about it?
The: ksue is most Bhely with the website, and there i nathing you can do to resobve i

If you are on a corporate nebwork or using anti-vines scftware, you can reach out to the support teams for assistance.
You can also natify the website's adminktrator about the problem.

Websites prove their identity wia certificates. Firelox does not trust this site bechuse i uses a certificsle
that is not valid for master.cplacom: 32307,

Erroe code: SEC_ERROR _LUNKRCWVIN_ISSUER

Wiew Certificale

Accepl the Risk and Continue
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___f. When the Privacy window is displayed, click Agree and Proceed.

Privacy

Cooides are mporant io he proger Rncloning of i e, To ImHOve JOUT EXPETTION, WE LS CDO0IES ID remember
logHin Setaln, peovias SCuns logHin, And delives contr Leed I vour Inenedss. Clck Agees and Protesd 10 Mot

Agree and Procesd

___ 9. You are ready to login, when the Decision Center Business Console login page is
displayed. Log in by entering odmAdmin for both the Username and the Password
field.

Decision Center | Business Console

Usemame:
odmAdmin
Password:

Keep me lngged in

___h. Make sure that the Welcome to Operational Decision Manager page is displayed.

« Decsion Cenfer | Busine: X ==
= & o R ht cpdacom 1 ; : e i@ oy || Q Search neox =

DecisionCenter Muome I\ uan Rk  ACINISTRATION =  pdmAdmin =

Gt Slaried Recent Acibvies Sream Fellinvaed Budes

Vour v no losasd nales.

Welcome to Operational Decision Manager

Learn about the fundamentads of Decision Center
Pl Hin overview bo gel lamilisr with Decinion Center.
T Wil 128 1id &by Sl (idlifald 1 £ il ind ML dmssd LA RTS8 I

Rules Recemtly Worked On

Start modeling decisions

Thr muieding erreranmar beis you mahon ececatable et on o own, Sgihl sy
it midfe Aol -

Slart mosieling @ e decavion from the ¥ W

Viny Mdre Od Orind £u7 A0 Sulid L

Waork with your decisions

e 10 e ¥ 1D Vi, SO ] PTG OUT (IR
WL mions aboul MEnAgng FORr eciETs Bom e overey
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Exercise 1. Deploying the IBM Operational Decision Manager (ODM) container

Now that you successfully logged in, you confirmed a successful deployment of the
Decision Center console. Next, you verify the other services.

__ 3. Connect to the Rule Execution Server console

___a. Find the node port for for the Rule Execution Server. Switch back to the Terminal and
look for the name that has decisionserverconsole and find the node port. Note that the
node port in your environment is different from the node port in the view below:

[root@master cpdal#®
[rootémaster cp4al® oc get services

MAHE TYPE CLUSTER-IP EXTERHAL-IF PORT(5) AGE
odm-lab-oedm-decisionceEnter NodePart 172.38.193.114 SAOMNe 9453 : 32387 /TCP 2lm
ss NodePart 172.30.18.48 <Rignes B e L R 21m
I-:mr'-Ial:--Gl:lrr---:lc-:151:|n54:n--:r-:-:mi-:|1cI NodePort 172.38.2208.97 =T Ones 944 TP 21m
e mae e e aariamn vt meree s AOCAT ClusterIP 172.38.184,115  =nones 18825 Zlm
adi-lab-odm-decisionierverruntime NadePart 172.36.208.112 <O 9443 :31764/TCP 21m

Ienntidmmsetor cof-)

b. Start the Rule Execution Server console in the browser. Start Firefox and enter the
following URL:

https://master.cpda.com:<your Rule Execution Server NodePort>

c. Verify that the Firefox warning page is displayed in the browser.

A '.".f.'umlnn} Potential Secy e ——

— 2 & i . ter cplacom w2 P

Warning: Potential Security Risk Ahead

Firefox detected a potential security threat and did not continue to master.cplacom. If you visit this site, attackers. could
try to steal information like your passwords, emails, or credit cand details

What can you do about It?

The issue is most likely with the website, and there & nothing you can do 1o resole it

If you are an & corporate network or using anti-vines softwane, you can reach out 1o the support teamd for assitance.
You can slio notify the webdite's sdminstrator abaut the prablem.

Go Back (Recommended) Advanced..

Report emors Like this to help Mozilla identify and block maliclous sites

__d. Click Advanced.
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Exercise 1. Deploying the IBM Operational Decision Manager (ODM) container

e. Scroll down and click Accept the Risk and Continue.

What can you do about it?
The: lssue bs most Uhely with the website, and there s nothing you can do to resolve &,

If you are on a corporate network or using anti-vinus software, you can reach out to the support teams for assktance,
You can alse notify the website's adminktrator about the problem.

Websites prove their identity wia certificates. Firelox does not trust this site bechuse i uses a certificsle
that is not valid for master.cplacom 32307,

Ermof code: SEC_ERROR . LINKROWN _ISSUER

View Certificate

Accept the Risk and Continue

f.  You are ready to log in, when the Rule Execution Server console login page is
displayed. Log in by entering odmAdmin for both the User Name and the Password
field and click Sign In.

G s 6 Sign in to the Rule Execution
ALl s L Server console

| = w 1. il iiies
! |
N J | odmAdmin
h = |

e = CL LT

Sgnin
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Exercise 1. Deploying the IBM Operational Decision Manager (ODM) container

__g. Verify that the Welcome to the Rule Execution Server console page is displayed.

E.:I Fude Execution Server A

<=3 ¢ m I i hit master Cplacom we @ T

Rule Execution Senner

Explarar Deciiieon Wareheune Diagneastics Sarver lnfe REST APl

Welcome to the Rule Execution Server console

Euplgrer Upe the Esplorer be Sephoy. browse. snd mpdify Raledpps.
Dezin Warehaute Search and view decition Iracen
Deagnost Rusn [hee REFver dlQNosDos 1D vedilfy insmalanon

View serves conSgquration infarmation and kkgged Events

LT AP Afgeui the Tl Bl far the resouice mansgemant REST AP Une M o0 1S inirmal s 1o requetls. kil B0 view reaponies

Now that you successfully logged in, you confirmed a successful deployment of the
Decision Server console. Next, you verify the other services.

__ 4. Connect to the Decision Server runtime.

___a. Find the node port for for the decision center runtime. Note that the node port in your
environment is different from the node port in the view below:

[root@master cpdal#
[rootémaster cpd4al® oc get services

MAHE TYPE CLUSTER-IP EXTERMAL - IF PORT(5) AGE
odm-lab-odm-decisioncenter NodePart 172.38.193,114 =AOmes 945332387 /TCP 21m
odm-lab-odm-decisionrunner NodePort 172.30.10.48 <nones 9443 : 38684/ TCP 21m
odm-lab-odm-decisionserverconsole NodePort 172.38.220.97 “rnones 9443:30680/TCF  21m
e 1 1, 1, T ClusterIp 172.30.184,115 =Agngs 186 g Z1lm
I odm-1ab-odm-decisionserverrunt ime I NodePart 172.30.2088.113 <One 'EM-I-.'I'EF‘ 2lm

___b. Start the Decision Server runtime in the browser. Start Firefox and enter the following
URL:

https://master.cpd4a.com:<your Decision Server runtime NodePort>
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___c¢. Verify that the Firefox warning page is displayed in the browser.

— v 'ﬁl‘ T Retp e ‘:P""’-‘D'“'- i we @ P a

Warning: Potential Security Risk Ahead

Firefox detected a potential security threat and did nat continue to master.cpdacom If you wisit this site, attackers could
try to steal information Lise your passwords, amails, or Credt cand detats.

‘What can you do about it?

Thee duse i it ity with the webiite, and thene B nothing you can & 16 redolve &

If you are on a conporate nebwork oF Using ank-vins software, you can reach out to the support teams for assistance,
You can also notify the website's administrator about the problem.

|

Report erors like this to help Mo zills identify and block malicious sites

__d. Click Advanced.

___e. Scroll down and click Accept the Risk and Continue.

What can you do about it?
The: ksue is most Bhely with the website, and there i nathing you can do to resobve i

If you are on a corporate nebwork or using anti-vines scftware, you can reach out to the support teams for assistance.
You can also natify the website's adminktrator about the problem.

7] MO

Websites prove their identity wia certificates. Firelox does not trust this site bechuse i uses a certificsle
that is not valid for master.cplacom: 32307,

Erroe code: SEC_ERROR _LUNKRCWVIN_ISSUER

Wiew Certificate

Accepl the Risk and Continue
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___f.  The Hosted Transparent Decision Service page is displayed. Note the listed Decision
Server version 8.10.2.0 and the patch level.

& Hotted Tramparent Dec. X | =

- 3 OO fhy cpdacom

@
B

oy Rube Execution Server

0 Hosted Transparent Decision Service

Werslon: wokion Server B.10.2.0
Patch level Build #1 on T019-05-F3 19:59:4] Relese datus: COMMERCIAL

___ 5. Connect to the Decision Runner.

___a. Find the node port for the Decision Runner. The node port in your environment is
different from the node port in the view below:

[root@master cpdal#®
[rootémaster cpd4al® oc get services

MAHE TYPE CLUSTER-EP EXTERNAL-1F PORTLS) AGE
ettt NodePart 172.36.193.114 =nangs O 5 pe— C P 21lm
|lodn-1ab-odm-decisionrunner | NodePort 172.30.10.48 =none= 944 rce 2im
e ara me e aae e eerisole NodePort 172.38.228.97 EMONE 9445 avoowy [CP Z21m
odm-lab-odm-decisionserverconsole-notif ClusterIp 172.36.184.115  =none=> 18B3/TCP Zlm
odm-lab-odm-decisidnserverruntime NadePart 172.30.208.113 =fones Q443 : 31764 /TCP 21m

lemntidmsetor ool

b. Start the Decision Runner in the browser. Start Firefox and enter the following URL:
https://master.cpda.com:<your Decision Runner NodePort>

c. Verify that the Firefox warning page is displayed in the browser.

d. Click Advanced.

e. Scroll down and click Accept the Risk and Continue.

f

The Decision Runner page is displayed. Note the listed Decision Runner version
8.10.2.0 and the patch level.

ﬂ Deciion Runner ol o

== 2 G D B B ter (Pl Conmn H06E e @ Ty

{. Decision Runner

B Decision Runner

Warassa:
Patch laval: Budd #1 on 20ER05-2F 3041 Relensy atatirs: DOMME RCIAL

___ 6. Close all the open windows. Before moving to the next exercise, it is a good idea to close all
open windows and sessions.

__a. Enter exitin the terminal to close it. If you had multiple terminal windows open close all
of them
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b. Close the Firefox browser.
c. Close any other open windows, including any text editors.

d. Close the RDP console window or the browser window that was used to work with the
Master VM.

You now completed the successful deployment of ODM containers and verified the connectivity and
access to ODM. You do not do any ODM development or other work by using the ODM container.
That is the task of an ODM developer or ODM Administrator. For ODM development related training
refer to the IBM Training site. This concludes this exercise.

End of exercise
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Exercise 2. Deploying the IBM FileNet
P8 Content Platform Engine
(CPE) container

Estimated time

05:00

Overview

In this exercise, you complete the required steps to prepare, configure, and install IBM Content
Platform Engine (CPE) V5.5.3, which is part of IBM Cloud Pak for Automation V19.0.1 on top of a
Red Hat OpenShift container platform (RHOCP) V3.11.

Objectives

After completing this exercise, you should be able to:
» Start and shut the lab environment
* Connect to Red Hat OpenShift Container (RHOCP)
* Configure the Persistent Volumes required by Content Platform Engine
* Prepare the database required by Content Platform Engine
* Prepare LDAP required by Content Platform Engine
* Load the Content Platform Engine docker images for Cloud Pak for Automation
¢ Deploy the Content Platform Engine container
 Verify successful Content Platform Engine deployment

» Connect to the Content Platform Engine container and successfully log in to the Administrative
Console for Content Engine (ACCE)

Introduction

The IBM Cloud Pak for Automation (CP4A) offers a software platform to develop, deploy, run, and
manage your digital business automation projects by using its capabilities. In this exercise, you
deploy the Content Platform Engine (CPE) container.

Requirements

Availability of the lab environment that consists of three Red Hat Enterprise Linux V7.7 virtual
machines (VMs) with Db2 Enterprise V11.1.1.1, Open LDAP, and Red Hat OpenShift (RHOCP)
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Exercise 2. Deploying the IBM FileNet P8 Content Platform Engine (CPE) container

3.11 installed. The required IBM Cloud For Automation (CP4A) software images are already
downloaded on a VM.

The completion of Exercise 1 is not a requirement to work on this Exercise 2.

Virtual machine configuration

Each virtual machine is configured with the following specification:

Table 5.

oS CPUs RAM Disk

Red Hat Enterprise Linux (RHEL) 7.7 8 16 GB 300 GB
(64-bit)
List of Servers with Roles
The virtual machines are listed below with their respective roles:
Table 6.

VM RHCOCP Node type IP address Hostname

VM1- OCP master Master 10.0.0.1 master.cp4a.com
VM2- OCP compute1 Compute 10.0.0.2 computel . cpda.com
VM3- OCP compute 2 Compute 10.0.0.3 compute? . cp4a.com

Software Requirements

The following packages are downloaded to the Master node:
Table 7.

Software

Folder name

IBM Cloud Pak for Automation images /root/labfiles/cpia
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Exercise 2. Deploying the IBM FileNet P8 Content Platform Engine (CPE) container

User IDs and Passwords

The following table contains a list of User ID and password information for this exercise:

Table 8.
Entry Point User ID Password
OpenShift web console: https://master.cpd4a.com:8443 admin passwird
or
https://console.cpda.com:8443
Red Hat Linux VM root passwlrd
Db2 Enterprise db2admin passwird
LDAP console: https://master.cp4a.com:6443 cn=admin, passwlrd
dc=1ibm, dc
=edu
Administrative console for Content Engine (ACCE): p8admin passwird
http://master.cpda.com:<http NodePort>/acce
© Copyright IBM Corp. 2019 2-3
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Exercise 2. Deploying the IBM FileNet P8 Content Platform Engine (CPE) container

0=

Course updates and errata

"‘ A Course Corrections document might be available for this course.
L

; ,.Lm

-3

If you are taking the class with an instructor, the instructor can
provide this document to you.

Inforrm=+ , , ,
- If you are taking the course in a self-paced environment, the course
corrections document is provided with the other manuals.

To check whether a Course Corrections document exists for this course:

1. Go to the following URL.: http://www.ibm.com/developerworks/connect/middleware edu

2. On the web page, locate and click the Course Information category.

3. Find your course in the list and click the link.

4. Click the Attachments tab to see whether an errata document exists with updated
instructions.

5. To save the file to your computer, click the document link and follow the dialog box prompts.
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Exercise 2. Deploying the IBM FileNet P8 Content Platform Engine (CPE) container

Exercise instructions

Part 1: Work with the development environment

Before you start working with this exercise, it is important to get familiar with the lab environment. In
this section, you learn how to work with the environment. Give special attention to the steps you
need to take when you go for a long break or return to the labs after extended period (such as the
start of the next day).

Read the following three sections below carefully before starting your environment and connecting
to your VM in step 1:

* Understand the various states of the lab environment
* Decide on using either RDP or Browser to connect to your VM

* Copy and paste code in the environments

Understand the various states of the lab environment

The instructions below describe the states of the lab environment. A good understanding ensures a
pleasant user experience and minimizes any unpredictability in the lab environment.

Three RHEL VMs make up your lab environment. Red Hat OpenShift (RHOCP) 3.11 is already
installed. The RHOCP cluster consists of one master and two compute nodes. VM1 is the master.
This master manages the two compute nodes - compute1 and compute2. It also schedules pods to
run on those compute nodes.

Each square box represents one VM. For the three VMs, three square boxes are displayed next to
each other in one row. When you click the link to access the lab environment for the first time, the
environment can be in any of the three states - Running, Suspended, or Powered off.

Running state: The environment is running when it displays Running for each VM box. To work
with the lab environment, all the three VMs must be in a Running state. Before you can work with
the labs, always verify that all the three VMs are in a Running state.

[+ Il W ) Sodby date created |~
I Running i1 | O ror I Rurhing i m O roe I Il B O noe

[#] CP4A - master # [#] CP4A - compute1 Fa [~] CP4A - compute2 ra
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Suspended state: The environment is suspended when it displays Suspended for any single VM
box. After 2 hours of inactivity, the environment automatically suspends to conserve resources.
Usually all the three VMs are suspended together. You cannot work with the lab environment even
if a single VM is in a suspended state. It is because all the three VMs need to communicate with

each other.
[+ > )  sonbydate created |~ | 4
=3 " roe Suspended [ (") nroE Suspended b= (" rop

[] CP4A - master r ] CP4A - computed ¥ ] CP4A - compute? rd

Erfleariliit

Powered off state: The environment is powered off or shut down when it displays Powered off for
any single VM box. Usually all the three VMs are powered off together. You cannot work with the
lab environment even if a single VM is in a powered off state since all the three VMs need to
communicate with each other.

[+ > Sort by date created |~

[ ] RO® Poswvenad olf (3 RDP Fovesrad off 13 ROP

| CP4A - master ra [+ CP4A - computed ra | CP4A - compute2 F
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How to switch from a Powered off state to a Running state? If the environment is Powered off
and you are ready to work on the labs, then you need to bring the environment to a Running state.
You do that by clicking the Run VM(s) icon that is displayed at the top to start the
environment. Wait about 10 minutes for all the VMs and the services to come up before

you are ready to log in.

[+~ | Sort by date created |~ |
Run VM5
Powesed off 1 3 ROP Powered off [ 3 ROD#® Powered off [ 3 ROP
] CP4A - master ra ] CP4A - compute? ra [+] CP4A - compute2 #
Endpaoinis: 1 (master - 1 0.1 Endpoinis: 1 mpute - 10.0.0. Endpoints: 1 (comp e - 10.0.0

300 GB

0 Important

When starting the environment from the Powered off state, make sure to click the Run VM(s) icon
that is displayed above all the three VMs. This step starts all the three VMs properly with a single
click. Do NOT click Run this VM next to each VM to start them one at a time.

[~ b Sort by date created |~ |
Fowerned off F\/\ ROF Porestred off F\/\Hﬂ“‘ Powened off b\/\ RDP

7] CP4A - master | gn this Vi | # [+] CP4A - compute1 # ] CP4A - compute2 #

Endpainis

S Endpoints: 1 (com el - 0.2 Emndpoints
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Exercise 2. Deploying the IBM FileNet P8 Content Platform Engine (CPE) container

How to switch from a Suspended state to a Running state? \When the environment is
suspended and you are ready to work on the labs, then you need to bring the environment to a
Running state. You do that by clicking the Run VM(s) icon to start the environment. Wait at
least 10 minutes for all the VMs and the services to come up before you are ready to log in.

[+ | 2 (M | 5ot by date created | ~ i
Run VM(s)
i S (") roe Suspended [ " roe Suspended b (M roe
[ CP4A - master ra [+ CP4A - computed ra [#] CP4A - compute? ra

Er

If you log in too quickly, sometimes the VM might not be responsive for a while when
starting a VM from a suspended state. Even though the status changes to Running,
give it another 5 minutes before connecting. This wait ensures that all services are
up and the VMs are communicating with each other.

0 Important

When starting the environment from the Suspended state, make sure to click the Run VM(s) icon
that is displayed above all the three VMs. This step starts all the three VMs properly with a single
click. Do NOT click the Run this VM next to each VM to start them one at a time.

[ | 4 M Sart by date created |~ 4
Bun WM(s)
spended P \ = RD¥ b‘%ﬁ Suspended h‘Xn

[«7] CP4A - master ra [«] CP4A - computel # [#] CP4A - compute? ra
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Exercise 2. Deploying the IBM FileNet P8 Content Platform Engine (CPE) container

What steps to take before you go for a break of more than 2 hours or are done for the day? It
is a good idea to shut down the environment when you plan to be away for over 2 hours. It prevents
the environment from going into the Suspended state. Power off the entire environment by clicking
the Shut down VM(s) icon that is displayed above all the three VMs. This step stops all the three
VMs properly. Do NOT click the Shutdown this VM next to each VM in an attempt to stop them one
at a time as that can cause a VM (usually a compute VM) to hang.

= 1| W | Sodtby date created |~

[+] CP4A - master i [~] CP4A - compute rd [+ CP4A - compute2 rd

SWlS 10

16~ 300

What steps to take after you return to labs from a break of more than 2 hours? When you
return after your long break or start work the next day and if you manually shut down the
environment as described earlier, you can click the Run VM(s) icon that is displayed at the top
of the environment. It starts all the VMs together. Wait at least 10 minutes before logging in
to the VM and resuming your lab exercise.

If you forgot to shut down the environment before going for a long break, then your environment
state changes to Suspended after 2 hours. To bring it to Running state, you click the Run VM(s)
icon that is displayed at the top of the environment and that starts all the VMs together.
Wait at least 10 minutes before logging in to the VM. It is possible that the Master VM is
unresponsive and displays unexpected results and behavior after logging in. If that happens, go
back to your earlier steps that you were doing before the break and verify that they are working
correctly first before continuing with your lab. If things still do not appear to be working correctly,
then shut down the entire environment by clicking the Shut down VM(s) icon that is displayed
above all the three VMs. After you have shut down the environment, you can then start the
environment by clicking Run VM(s). which starts all the three VMs together. This process ensures a
clean start of the VMs. Continue working with the labs where you left off before.
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Exercise 2. Deploying the IBM FileNet P8 Content Platform Engine (CPE) container

Decide on using either RDP or Browser to connect to your VM

You can connect to any of the three VMs by either using your browser or Remote Desktop Protocol
(RDP). If you open RDP or browser sessions for each of the three VMs, make sure to close the
ones not being used to avoid working with the wrong VM. You work with the Master VM only in the

exercise.

Accessing the VM by using the browser: A browser is the quickest and easiest way to access
and use your VM's desktop. You can start the browser by clicking the thumbnail image of the VM in
the square box.

Accessing the VM by using RDP: By default, RDP is enabled in all of your VMs. To use RDP, click
the RDP icon in the upper right corner of the image thumbnail as displayed below.

v I m M Sort by date created  ~

m Rurmng If m M roe ﬂ FRurining 11 W () noe ﬂ Runnng i1t B M roe

[+] CP4A - master &1 Down oad RDP | computed rd /] CP4A - compute2 #

The first time that you click the RDP icon for a VM, a window opens asking what Firefox should do
with this file. Leave the Open With Remote Desktop Connection default option selected and
click OK to open the VM desktop.

e Information

If you use a browser to access the VM, you might notice a possible mouse lag sometimes. You can
try both ways to connect to a VM and choose whichever one works best for you
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Exercise 2. Deploying the IBM FileNet P8 Content Platform Engine (CPE) container

Copy and paste code in the environment

Copy and paste is tricky in the environment. It is a good idea to enter all the commands manually in
the command line as instructed the exercise. This ensures correct entry of characters.

When entering commands in the Linux Terminal, always enter the commands in a single line

However, if you want to copy and paste some of the longer commands, you need to copy that
command first into a text file, such as Notepad on your local desktop. If the command displays in
multiple lines in Notepad, make sure to format it to a single line. Then, select and copy from
Notepad before pasting into the Linux Terminal. If the paste does not work, then copy from Notepad
file one more time and the second time the paste should work. During testing, it was found that
repeating this step twice usually worked.

Connect to the Master VM in the environment

Now that you read the description of various states of the lab environment, you are ready to start
and work with it.

__ 1. Startyour lab environment as mentioned in the previous instructions and make sure that it is
in a Running state. All three VMs must be in the Running state.

___ 2. Use RDP or Browser to connect to the Master VM.

__a. Connect with the Master VM by either clicking the thumbnail image of the VM to start in
the browser or click the RDP icon in the upper right corner of the Master image
thumbnail as displayed below.

~ Il B l.:';.l Sort by date created ~

[H;,_..._ i1 m M roe @ i1 m " noe ﬂ , TN BEORL
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Exercise 2. Deploying the IBM FileNet P8 Content Platform Engine (CPE) container

___b. The first time that you click the RDP icon for the VM, a window opens asking what
Firefox should do with this file. Leave the Open With Remote Desktop Connection
default option selected and click OK to open the VM desktop.

'::l_;]-_lr'lrI{J CP44  master-smartclientrdp 564804150dp

You have chosen to open:

& cPan_ master-smartclientrdp 56480415.rdp
which is: Remote Desktop Connection
from: httpsyfcloud skytap.com

What should Firefox do with this file?
(®)Qpen with | Remote Desktop Connection (defaul)  ~
1) Bave File

[ Do this automatically for files like this from now on.

Settings can be changed using the Applications tab in Firefox's Options.

Lok | cancel

You are now ready to work with the Master VM. Go to the next step to learn how to
log in to the VM.

3. Login to the Master VM. Remember, that you work with the Master VM throughout the
exercise. All the commands that you run in this exercise, you run on the Master VM.
Optionally, you can connect to the compute VMs if you want to explore.

___a. Regardless of the way you connect to the Master VM (either through the Browser or
RDP), the time and date. is displayed on the desktop the first time you connect. Click the
Enter key anywhere on the desktop to display the login screen.

h CPAA__ master-smartchentrdp_56420415 - smart-uscentral skytap.com - Remote Desktop Co..  — O >

07:20

Friday, November 01
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Exercise 2. Deploying the IBM FileNet P8 Content Platform Engine (CPE) container

__b. Click Not listed.

db2admin

dbx2fencl

__c¢. Enter root in the Username field and click Next.

__d. Enter passwOrd in the Password field and click Sign In.

__e. You are now successfully logged in to the Master VM.
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Exercise 2. Deploying the IBM FileNet P8 Content Platform Engine (CPE) container

Part 2: Create the Persistent Volumes and Persistent Volume Claims that
are required by Content Platform Engine

The Content Platform Engine (CPE) container requires several persistent volume (PV) and
persistent volume claims (PVC) in RHOCP. The Kubernetes persistent volume framework provides
a mechanism for containers to request and use persistent storage. To avoid data loss, these
services are configured to use persistent volumes. You create several PV and PVC in this section.

1. Log in to Red Hat OpenShift by using the command line

___a. Double-click the Terminal shortcut on the desktop to open it.

___b. Inthe terminal that opens, login to the OpenShift cluster. The OpenShift console URL is
https://console.cpda.com: 8443 andthe usemame/password is admin/passwOrd.

oc login https://console.cpda.com:8443 —u admin —-p passwOrd

___c¢. Verify that the Login successful message is displayed.
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Exercise 2. Deploying the IBM FileNet P8 Content Platform Engine (CPE) container

d. Examine the list of projects that is displayed. The asterisk * next to a project name
indicates the project that is being used in the current session. Depending on whether
you completed Exercise 1 on ODM before working on this FileNet lab, the current
project that is displayed is either odm-lab or the default project. You do not work with
either the odm-lab or the default project but instead create a new one in a later step.

|root@master ~]# oc login https://console.cpda.com:8443 -u admin -p passwiird
Login successTul.

You have access to the following projects and can switch between them with "oc
roject <projectnames’:

default
kube-public
Kube-systena
=infra

—
* pdm-1lab

e d B

openshift-console
openshift-infra
openshift-logging
openshift-monitoring
openshift-node
openshift-sdn
openshift-web-console

Using project =odm-lab*®,
[root@master ~1e 0

___ 2. Check the status of the nodes.

___a. Verify that the master and the two compute nodes are in the ready state..

oc get nodes

iruuf@masier ~]# oc get nodes

NAME STATUS ROLES AGE VERSION

computel.cp4a.com Ready compute 21d vl.11l.0+dd4cacch
compute2.cp4d4a.com Ready compute 21d vl.11l.0+ddcacce®
master.cpda.com Ready infra,master 21d vl.11l.0+d4cacce

[root@master ~1# W

___b. Verify that three nodes are listed and the status is Ready for all the nodes.
__ 3. Create an OpenShift project for CPE

__a. Create a project called cpe-lab for Content Platform Engine.

oc new-project cpe-lab

[root@master ~]# oc new-project cpe-lab
Now using project “cpe-lab® on server "https://console.cpda.com:8443",

You can add applications to this project with the "new-app®' command. For example
¢ Lry:

oc new-app centos/ruby-25-centos7-https://github.com/sclorg/ruby-ex.git

to build a new example application in Ruby.
[root@master -]#
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Exercise 2. Deploying the IBM FileNet P8 Content Platform Engine (CPE) container

You are now ready to use this new project.
__ 4. Create the PV and PVC required by CPE.
__a. Go to the cpelab folder that is located under /root/labfiles/cpelab directory.

cd /root/labfiles/cpelab

1s

[root@master =~]# cd /root/labfiles/cpelab
[root@master cpelabl# 1s

db2 deploy ldap pv

[root@master cpelabl#

___b. The script to create the persistent volumes and persistent volume claims is located
under the pv folder. Go to that pv folder.

cd pv

1s

[root@master pv]# 1s
allyamls.sh mkyaml.sh
[root@master pv]#

___c¢. Two scripts are available under the pv folder. Make these two scripts executable before
running them.

chmod +x *.sh

iruutémaEter pﬁ]# 1;

o A s T e T e ™ [

[root@master pv]# chmod +x *.sh
[root@master pvl]#

d. Examine all the two scripts under the pv folder by using an editor of your choice.
Optionally, you can double-click the Home folder on the desktop, Go to the
/root/labfiles/cpelab/pv and then right-click each script to open with Text
Editor. The allyamls.sh script makes a reference to the mkyaml . sh script thatin
turn creates a new create pvs.yamnl file. Then, you run the newly created
create pvs.yamnl file that creates the persistent volumes and persistent volume
claims. Examine the two scripts and do not make any changes. When done examining
the scripts, close them.

e. Runthe allyamls.sh script.

./allyamls.sh
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Exercise 2. Deploying the IBM FileNet P8 Content Platform Engine (CPE) container

[root@master pv]# ./allyamls.sh
creating /nfs/cpe-lab/configDropins overrides
creating /nfs/cpe-lab/log

creating /nfs/cpe-lab/FileNet
creating /nfs/cpe-lab/1lib bootstrap
creating /nfs/cpe-lab/temp

creating /nfs/cpe-lab/icmrules
creating /nfs/cpe-lab/asa

run exportfs -arv

then run oc apply -f create pvs.yaml
[root@master pv]# I

___f. Asindicated by the script, notify the NFS server to update the exported directories:

exportfs -arv

[root@master pv]# exportfs -arv
exporting *:/nfs
[root@master pv]#

__g. \Verify thatthe create pvs.yaml file is created under the pv folder when you ran the
allyamls. sh script earlier.

1s

[root@master pv]# 1s
allyamls.sh create pvs.yaml mkyaml.sh
[root@master pv]#

__h.  You are now ready to apply the created yaml file with the generated definitions of all
persistent volumes and persistent volume claims.

oc apply -f create pvs.yaml
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Exercise 2. Deploying the IBM FileNet P8 Content Platform Engine (CPE) container

[root@master pv]# oc apply -f create pvs.yaml
persistentvolume/cpe-lab-icp-cfgstore-pv created
persistentvolumeclaim/cpe-lab-icp-cfgstore-pvc created
persistentvolume/cpe-lab-icp-logstore-pv created
persistentvolumeclaim/cpe-lab-icp-logstore-pvc created
persistentvolumescpe-lab-icp-fnlogstore-pv created
persistentvolumeclaim/cpe-lab-icp-fnlogstore-pvc created
persistentvolume/cpe-lab-icp-bootstrapstore-pv created
persistentvolumeclaim/cpe-lab-icp-bootstrapstore-pvc created
persistentvolume/cpe-lab-icp-textextstore-pv created
persistentvolumeclaim/cpe-lab-icp-textextstore-pvc created
persistentvolume/cpe-lab-icp-icmrulesstore-pv created
persistentvolumeclaim/cpe-lab-icp-icmrulesstore-pvc created
persistentvolume/cpe-lab-icp-filestore-pv created
persistentvolumeclaim/cpe-lab-icp-filestore-pvc created
[root@master pvi# |}

___i. Query the persistent volume claims to verify that several pv and pvc are created.

oc get pvc

__j. Examine the several columns in the output. The NAME column lists all the persistent
volume claims that are created. The VOLUME column displays all the persistent volumes
created. The STATUS column shows that they are all bound. The remaining columns
describe the other configuration that is required for the deployment.

1

[root@master py]# oc get pwc

HAME STATUS VILUME CAPACITY ACCESS MODES STORAGECLASS AGE
cpe-lab-icp-bootstrapstore - puc Bound cpe-lab-icp-bootstrapstore-pv 1G4 RiL cpe-lab-icp-bootstrapstore dm
cpe-lab-icp-cfgstore-pyc Bound cpe-lab-icp-cfgstore-pw 1G4 R cpe-lab-icp-cfgstore am
cpe-lab-fcp-filestore-pve Bound cpe-lab-icp-filestore-py 18Gi RN cpe-lab-icp-filestore am
cpe- lab-icp- fnlogstore - pyc Bound cpe-lab-icp-fnlogstore- pw L 1r} ] P cpe-lab-icp-fnlogstore dm
cpe- lab-icp-icmrulesstore-pvc Bound cpe-lab-icp-icmrulesstore-py 1G4 Rl cpe-lab-icp-icmrulesstore im
cpe- lab- Lcp- Logstore -pyc Bound cpe-lab-icp-logstore: py L1c} ] R cpe-lab-icp-Llogstore im
cpe-lab-icp- textextstore-pye Bound cpe-lab-icp- textextstore-py 14 R cpe-lab-icp-textextstore im

L E——— e

You now completed the successful creation of PV and PVCs

Part 3: Prepare the database required by Content Platform Engine

In this section, you create the required database and configure them for storing the Global
Configuration Database (GCD) and the Object Store data.

__ 1. Create the required database

__a. Switchtothe /root/labfiles/cpelab/db2 folder and list the contents of the folder.
Several scripts to create databases are available there.

cd /root/labfiles/cpelab/db2

1s
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Exercise 2. Deploying the IBM FileNet P8 Content Platform Engine (CPE) container

[root@master pv]# cd froot/labfiles/cpelab/dbz

[root@master db2]# ls

create gcddb.sh DB2ICCDriver.xml GCDDB.xml setfilenetworkload.sh
create osldb.sh db2 list databases.sh 051DB.xml

[root@master db2]#

___b.  Make the database scripts executable, and copy them to the home directory of the Db2
instance user, who can access the database.

chmod +x *.sh

cp *.sh /home/db2admin

[root@master db2]# chmod +x *.sh
[root@master db2]# cp *.sh /home/db2admin
[root@master db2]# |}

___c. Switch to the db2admin directory and list the contents to verify that the scripts were
copied successfully.

cd /home/db2admin

1s

[root@master db2]# cd /shome/db2admin

[root@master db2admin]l# 1s

create gcddb.sh db2admin setfilenetworkload. sh
create osldb.sh db2 list databases.sh [RINEE

[root@master db2admin]# [

__d. Runthe setfilenetworkload. sh scriptfor the Db2 configuration.

su - db2admin ./setfilenetworkload.sh

[root@master db2admin]# su - db2admin ./setfilenetworkload.sh
Last login: Wed Oct 23 18:27:23 PDT 2819 on pts/@
DE2 WORKLOAD=FILENET CM

DBE2 SKIPINSERTED=YES [DB2 WORKLOAD]

DB2 OPTPROFILE=YES [DB2 WORKLOAD]

DB2 USE ALTERNATE PAGE CLEANING=YES [DBI_HDRKLDAD]
DB2 MINIMIZE LISTPREFETCH=YES [DB2 WORKLOAD]

DB2 EVALUNCOMMITTED=YES [DB2 WORKLOAD]
DEZCOMM=TCPIP

DEZAUTOSTART=YES

[root@master db2admin]#

__e. Create the GCDDB database by running the create gcddb. sh script.

su - db2admin ./create gcddb.sh
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Exercise 2. Deploying the IBM FileNet P8 Content Platform Engine (CPE) container

[root@master db2admin]# su - dbZadmin ./create gcddb.sh

Last login: Sun Mov 10 12:55:48 PST 2019 on pts/®

SQL1824N A database connection does not exist. SQLSTATE=08083

SQL1813N The database alias name or database name "GCDDB " could not be

found.

Creating the database, patience please
DB208EOBI The CREATE DATABASE command completed successfully.

Database Connection Information

Database server
SQL authorization ID
Local database alias

DBE200OOI The SQL command completed successfully.

DB2006BI The UPDATE DATABASE CONFIGURATION command completed successfully.
DB200BGI The UPDATE DATABASE CONFIGURATION command completed successfully.
DE2006BI The SQL command completed successfully.

[root@master db2adminl# i

SOLSTATE=42705

DB2/LINUXXB664 11.1.1.1
DBZADMIN
GCDDB

_f

Create the OS1DB database by running the create osldb. sh script.

su - do2admin ./create osldb.sh

root@m
ast lo
gL1e24
OL1@13
ound.

reatin
B20000

Data

Databa
50L au
Local

B20000
B20000
B20000
B20000
root@m

aster dbzadmin]# su - dbzadmin ./create_osldb.sh

gin: Sun Nov 10 12:56:50 PST 2019 on pts/0@

N A database connection does not exist. SQLSTATE=08003

N The database alias name or database name "0S1DB " could not be
SOLSTATE=42785

g the database, patience please

I The CREATE DATABASE command completed successfully.

base Connection Information

SE Server
thorization ID
database alias

DB2/LINUXX8664 11.1.1.1
DEZADMIN
051DB

Il

I The SQL command completed successfully.

I The UPDATE DATABASE CONFIGURATION command completed successfully.
I The UPDATE DATABASE CONFIGURATION command completed successfully.
I The SOL command completed successfully.

aster db2adminl# W

—9

For verification, run the last db2 1ist databases. sh script. Verify that the GCDDB
and the OS1DB databases are listed. If you also completed Exercise 1, then the
ODMDB database is also listed.

su - db2admin ./db2 list databases.sh
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Exercise 2. Deploying the IBM FileNet P8 Content Platform Engine (CPE) container

Database alias = GCDDB

Database name = GCDDB

Local database directory = /home/db2admin
Database release level = 14.080

Comment =

Directory entry type = Indirect
Catalog database partition number =0

Alternate server hostname =

Alternate server port number =

Database 2 entry:

Database alias = 0S1DB

Database name = 0S1DB

Local database directory = /home/dbZadmin
Database release level = 14.08

Comment =

Directory entry type = Indirect
Catalog database partition number = 0

Alternate server hostname =

Alternate server port number =

[root@master db2admin]# [}

You completed the creation of the database.
__ 2. Add the java archives for accessing the Db2 server.

___a. Copy the Db2 Client files into the persistent volume directory configDropins_overrides.

cp /opt/ibm/db2/V11.1/java/do2jcc* /nfs/cpe-lab/configbDropins overrides

[root@master db2admin]# cp Jopt/sibm/db2/W1l.l/javasdb2jce* snfs/cpe-lab/configDropins over
rides
[root@master dbZadmin]# ]

__b. Switch back to the /root/labfiles/cpelab/db2 folder.

cd /root/labfiles/cpelab/db2

__c. Copy the XML files to the configDropins_overrides directory. Review the XML files to
examine the contents.

cp *.xml /nfs/cpe-lab/configDropins overrides

[root@master db2admin]# cd frootslabfiles/cpelab/db2
[root@master db2]# cp *.xml snfssfcpe-lab/configDropins overrides
[root@master db2]# H

You are now ready to complete the LDAP configuration.
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Part 4: Prepare LDAP required by Content Platform Engine

In this section, you examine LDAP users and then make the XML available to the CPE container.
The openLDAP docker container is already installed and configured on the Master VM.

__ 1. Log in to the OpenLDAP Administration console.

a. Start a Firefox session and click the OpenLDAP administration console shortcut.
Optionally, you can enter https://console.cp4a.com: 6443 in the URL field and
press the Enter key.

b. When the Security warning message is displayed, click Advanced.

i WWaming: Potential SecuT = [ F

‘_ » .Cllﬁ} ( master b4 El'ff

Warning: Potential Security Risk Ahead

Firefox detecied a potential security threat and did nol continue 1o master, H you visit this sibe, abtackers could try to
steal information Lis your paeswords, emals, of credit cand detals

What cam you do about itY

The tee i§ moit lkely with the website, and there B nothing you can do 1o fesalve it

If you are on & corporate network oF using anti-vinus softwiare, you can reach out 1o the support beams for assistance
fou can also notify the website's adminkstrator about the problem.

O Dack [Recoeremended) Afvanged

Report emrors ke this to help Mozitla identify and block malicious sites

___¢. Scroll down and click Accept Risk and Continue.

Waning Potential Sere X =
i G} (1 s her ool Pre o )
The: Esue b most lely with the websRe, and Ehere B nothing you can do bo resode it

I you afe 0F 3 CoIparate Petwork of Uiing anti-vifus software, you Can neach cat ta the SUppert Deem far ssshtance.
You can also rotily the webshe's adminiirator aboul the probiem

‘Websites prove therr identity via certificates. Firefox does not bust this site because it uses a certificate
that s not valid for master-G44 3. The certificate s onty valkd for phpldapadmin-seraice

Error code: 51

Go Back [Recommended) hccept the Risk and Continoes

__d. Click login.
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Exercise 2. Deploying the IBM FileNet P8 Content Platform Engine (CPE) container

e. Enter cn=admin, dc=ibm, dc=edu in the Login DN field and enter passw0rd in the
Password field. Click Authenticate.

T phplDAFedmin (L23) - = |4+

L3 L T @, Tiepsimaster 4 - @1

“Foap

-rl#nll

Hasma | Puegs caches | Bhow Cathe
B Idap-service

2 won

Authenticate te server ldap-service

Lisgim DNz
T enmpderin, dec =i, de = edu

Password

Mg
Authenbate

f.  Expand the users on the left pane to examine the list of users.
[+

M |dap-service ©®
= ® O @ 4

schema search refresh info import export logout
Looaed in A5: cn=admin

31 P dc=ibm, de=edu (33)

Create new entry here
l cn=adam

':"‘ en=admin

. cn=alice

l cn=CEAdmin

. cn=charly

R cn=christina

R cn=christoph

R cn=conny

. cn=cpebootstrap

& cn=customerrepresentative
& cn=gcdadmins

. cn=icnadmin

& cn=icnadmins

R cn=ingo

R cn=ingrid

& cn=inputmanagement
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__g. Scroll down the list and click the p8admin user.

! cn=lisa
l Ch=Mmarc

) cn=marie
! cn=michael
l cn=michelle
‘ cn=monika
#i cn=mortaaaeofficer
B cn=p8admin

- LHN=poaumnine

& cn=pBosadmins
& cn=pBosusers
Create new entry here

___h. Note that the description field in the right pane for the user p8admin. It defines the user
as the primary p8 administrator. The FileNet developer uses this p8admin user to work
with the cpe container. You log in to the deployed container later in the exercise.

reer: idap-service Distinguithed Name: campladmin de=ibm,desedn
Template: Default

€ Refresh & show internal attributes
ﬂ Switch Template % Export
B copy or move this entry & Delete this entry
G rename EA Compare with another entry
Create a child entry & Add new attribute
(4] requssred. rdn
pBadmin .
{2dd value)
[ rename]
description
[primary p8 administrator

i. To make the LDAP available to WebSphere Liberty in the CPE Container, an XML
configuration file is needed in the persistent volume referring to the directory
configDropins_overrides. Switch back to the open terminal and go to the
/root/labfiles/cpelab/ldap folder. Then, list the contents of the folder.

cd /root/labfiles/cpelab/ldap

1s
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[root@master db2]# cd /root/labfiles/cpelab/ldap
[root@master ldapl# 1s

ldap TDS.xml pB8users.ldif

[root@master ldapl# B

__j- The p8users.Idif file consists of LDAP users that were already populated in openLDAP
for this exercise. The Idap_TDS.xml configuration file makes the users available to the
CPE container. Feel free to examine the two files. Do not make any changes to the XML
file.

__k. Copy the XML to the configDropins_overrides directory.

cp ldap TDS.xml /nfs/cpe-lab/configDropins overrides

[root@master ldap]# cp ldap TDS.xml /nfs/cpe-lab/configDropins overrides
[root@master ldap]# I

Part 5: Load the Content Platform Engine docker images for Cloud Pak for
Automation

The installation of Cloud Pak for Automation requires downloading and deploying the appropriate
docker images. The CP4A images that are needed for the labs are already downloaded and
available under the /root/labfiles/cp4a folder. In this section, you load the required CPE
images for CP4A.

__ 1. Load the CPE docker images

__a. Identify the images for ICP4A that are located under /root/labfiles/cp4a folder

cd /root/labfiles/cpida

1s

e - ——gg g e = g

[root@master ldapl]# cd /root/labfiles/cpda
[root@master cpd4al# ls
ibm-dba-contentservices-3.8.0.tgz | ICP4A19.0.1-ecm.tgz | loadimages.sh
ibm-odm-prod-2.2.8.tgz LLFSALY .U, L-UUll. LY~

[root@master codal# Ml

__b. Create a directory under /root/labfiles/cp4a and call it ecm.

mkdir ecm

c. Go to the new ecm directory.

cd ecm

© Copyright IBM Corp. 2019 2-25
Course materials may not be reproduced in whole or in part without the prior written permission of IBM.



Exercise 2. Deploying the IBM FileNet P8 Content Platform Engine (CPE) container

__d. Unpack the CP4A distribution file for the containers of the Enterprise Content

Management system. The file name is ICP4A19.0.1-ecm. tgz.

tar xvfz ../ICP4A19.0.1-ecm.tgz

___e. lttakes few minutes for all the images to be extracted. The last file is a large archive and

takes a little extra time. Verify that 5 images are extracted to the ecm folder.

fruotémaster etmlﬂ tar xvfz ../ICP4A19.0.1-ecm.tgz
images/11f11b46d1bb531fa5f40938aballEfad2052c6T4e655d0c3733a337990e2e27 . tar. g2

usibly old time stamp 1969-12-31 16:00:080
images/ea952b6dadd2af79b4212910a26a8e6d3b2aead8af2e2edBl6ce56e3fenf fesS6. tar. g2

usibly old time stamp 1969-12-31 16:86:00
images/1953557e58218515d01cc4b56c9eac3fdfc41d7173f470darallas7cOcl98e89. tar. gz

usibly old time stamp 1969-12-31 16:008:80
images/cdc6ff5b832a%e777d7234423a57e0997268325F7c2T4153954bebddo00dBaffl. tar. gz

usibly old time stamp 1969-12-31 16:808:80
images/13d98681877f3e92adecfbe5add2ccBe9819073a7d515082e37ad0de9221bfar . tar . g2

usibly old time stamp 1969-12-31 16:00:8@

manifest.json

tar: manifest.json: implausibly old time stamp 1969-12-31 16:88:00
manifest.yaml

tar: manifest.yaml: implausibly old time stamp 1969-12-31 16:00:00
[ root@master ecm]# Wl

tar: images/117fl1b46d1lbb531fa5f40938aballafad42052c6T4e655d0c3T733a337990e2e27. tar.

tar: images/ea952b&d8dd2af79b4212916a26a8eb6d3b2acad8sfle?edBl6ce56e3ifedf fe56. tar.

tar: images/1953557e582185f5d01ccdbS6c9eac3fdfcdald?l7ifa7adacallatTclcl98e89, tar.,

tar: images/cdc6ff5ba3a9e777d72344e3a57e099796832517c214153954be6ddaandaaffl. tar.

tar: images/13d38681077f3e92adocfbe5ad4d2ccle981907aa7d5T5082e37adedesz221bfar. tar.

gz:

gz:

gz:

gz:

gz:

impla

impla

impla

impla

impla

__a. Examine to the contents of the ecm folder and then go to the images folder to verify that

five images are located under that images folder.

1s

cd images

1s

[root@master ecm]# 1s

images manifest.json manifest.yaml
[root@master ecm]# cd images
[root@master images]# 1s

[root@master images]# |}

11f11b46d1bb531fa5f40938aball8fad42052c6f4e655d0c3733a33F990e2e27.tar. g2
13d98681077f3e92adbcfbB5a4d2ccBe981907aa7d5f5082e37adbdes221bfa7. tar. gz
1953557e582185f5d01cc4b56¢c9eac3fdfc41d7173f470daeallab7cOcl98e89. tar. gz
cdc6ff5b83a9e777d72344e3a57e0997968325F7¢c214153954be6ddoBOdO8ffl.tar. gz
ea952b6d8dd2at79b4212910a26a8e6d3b2acad89f2e2e4816ce56e3fedffes56. tar. gz

__b. Switch back to the ecm folder.

cd ..

[root@master images]# cd
[root@master ecm]# l
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___c. Create a login token for the internal docker registry to connect to the internal docker
registry.

oc whoami -t

[root@master ecm]# oc whoami -t
cumYLd1VHA-K16v2vIsKkL3HVUoM7 rHFo6dy fiBVhW)E
[root@master ecm]# i

d. Log in to the internal docker registry by using an authentication token. Replace the
token variable with the token that you created in the previous step. Make sure to include
the token in quotation marks (single or double quotation marks). Do not copy and paste
the command from the pdf because the remote VM does not interpret the quotation
marks correctly.

docker login docker-registry.default.svc:5000 -u admin -p ‘<token>’

[root@master ecm]# docker login docker-registry.default.svc:5888 -u admin -p "cumYLdlVHA-K
16v2vIskL3IHVUoMT rHFobdy T ABVhWIE"

Lagin Succeeded

[root@master ecm]# [
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e. You are now ready to push the CPE images to the internal docker registry. Before you
load the registry, you examine the manifest. json file that is included under the
/root/labfiles/cpda/ecm folder. Open the manifest.json file using an editor
of your choice. Optionally, you can double-click the Home folder on the desktop, go to
/root/labfiles/cpda/ecm and then right-click manifest.json to open with Text
Editor. Examine the file and find the name of the container images for the Content
Platform Engine. Copy the image name between the quotation marks (Do not copy the
quotation marks). Do not make any changes. You load that image to the docker registry
in the next step.

£

‘manifest-revision®: *1.8%,

“charts”: null,

"images®: [

{
"image™: “"cpe",
"tag": "ga- pe— -
"archive®: |'images/11f11b46d1lbb531fa5f408938aball8fa42052c6T4e655d0c3733a331990e2e27 . tar. gz
}l
{
"image™: "css",
"tag": "ga-553-pBcss”,
"archive®: "images/ea952b6d8dd2af79b4212918a26aBe6d3ib2aeadiaf2e2edBlbceSGeifenffesS6. tar.gz
¥,
{
"image®: “cmis”,
“tag": "ga-304-cmis-ifea7",
"archive®”: "images/1953557e58218515d01ccab56¢c9eac3fdfc4ldT173T470daeallabTcBcl98e89. tar.gz
.
{
"image®: “extshare",
“tag": “ga-386-es",
"archive”: "images/cdc6ff5b83a%e777d72344e3a57e099796832517c214153954bebddogedasffl. tar.gz
}.
{
"image®: "crs",
“tag": "ga-353-pacgql”,
"archive®™: "images/13d98681087713e92ad0cibi5add2ccBea81987aa7d5T5082e37adedaez22lbta?.tar. gz
}
]
I
__f. Load the CPE image and push it to the internal docker registry.

‘docker load < images/11f11b46d1bb531fa5f40938aball8fad2052c6f4e655d0c3733a33f990e2e27.tar.gz
[root@master ecm]# docker load = images/11f11b46d1bb531faSf4093Baball8fad2052c6f4eb55dac3T
33a33f990e2e27.tar.gz
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___g. Wait until the image is completely loaded into the docker registry. The command outputs
the name of the image which it loads.

root@master:~/labfiles/cpda/ecm

File Edit View Search Terminal Help

clfaabc75d6f: Loading layer 7.168 kB/7.168 kB
18cl5ac7ec79: Loading layer 11.78 kB/11.78 kB
ef2c33c8b6ee: Loading layer 4.096 kB/4.896 kB
275fea®97c85: Loading layer 7.442 MB/7.442 MB
65e7f19a852c: Loading layer 3.323 MB/3.323 MB
6d41dd664c32: Loading layer 3.0872 KB/3.872 KB
2ded32411d12: Loading layer 3.072 kB/3.872 KB
cd58¢2517184: Loading layer 7.168 KkB/7.168 kB
5c5fec803719: Loading layer 6.144 kB/6.144 kB
Bc2fef39144c: Loading layer 6.656 KB/6.656 KB
6ab871f96992: Loading layer 8.192 kKB/8.192 kB
4d87b1375clc: Loading layer 8.192 kB/8.192 kB
7a22d9118dbc: Loading layer 3.872 kB/3.872 kB
ebdd160d7003: Loading layer 3.072 kB/3.872 kB
21e0b7549977: Loading layer 34.82 KB/34.82 KB
52e7ed71821b: Loading layer 3.345 MB/3.345 MB
7b8490acb8e6: Loading layer 7.444 MB/7.444 MB
c5d919b598a4: Loading layer 8.192 kB/8.192 kB
9a77876b87e6: Loading layer 6.656 kB/6.656 kB
9330a21b5545: Loading layer 237.9 MB/237.9 MB
rhdfa78AT7aR?: | nadinn laver 244 § MB/244.6 MB
Loaded image: cpe:ga-553-p8cpe
[root@master ecm]#
LIvoLEmdsLel ELN]# i

LW 000 O ~J W W W~ p

__h. Using the docker tag command, give the container an additional tag pointing to the
RHOCP docker repository.

‘docker tag cpe:ga-553-p8cpe docker-registry.default.svc:5000/cpe-lab/cpe:ga-553-p8cpe ‘

[root@master ecm]# docker tag cpe:ga-553-pBcpe docker-registry.default.svc:5880/cpe-labscp
e:ga-553-p8cpe
[root@master ecm]# I

__i. Push the image to the RHOCP docker registry. It takes several minutes for the
images to load.

docker push docker-registry.default.svc:5000/cpe-lab/cpe:ga—553-p8cpe
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chdfa7587e82: Preparing
9330a21b5545: Preparing
9a77876b87e6: Preparing
c54919b598a4: Preparing
7bB490acb8e6: Preparing
S52eTedT1821b: Preparing
21e8b7549977: Preparing
ebdd166d7083: Preparing
7a22d9118dbc: Preparing
4d87bl375clc: Preparing
Gab871f96992: Preparing
Bc2fef3i9l44c: Preparing
5c5fec883719: Preparing
cd58c2517184: Preparing
cbdfa?567e82: Pushed

6d41ddeedc32: Pushed

65e7f19a852c: Pushed

275fea097c85: Pushed

ef2c33cBbbee: Pushed

[root@master ecm]# docker push docker-registry.default.sve:5008/cpe-lab/cpe:ga-553-pBcpe
The push refers to a repository [docker-registry.default.svc:5888/cpe-lab/cpe]

__j. Tofinish the configuration of the files in the configDropins_overrides directory, assign

the files to the user id 50001, and the group id 50000.

|cd /nfs/cpe-lab/configDropins overrides/

|chown 50001:50000 *

|chmod 755 *

efBl3ccb48331: Pushed
35265ad167f5: Pushed
4765a2d3fa5d: Pushed

ga-553-pBcpe: digest: sha256:123e4e25581331da651ab2b552fa6f27al812752dfddBc49842c71cThd404

[root@master ecm]# cd /nfs/cpe-lab/configDropins overrides/s
[root@master configblropins overrides]# chown 50801:50088 *
[root@master configDropins overrides]# chmod 755 =
[root@master configbDropins overrides]# I

___k. Verify the permission and group change displays correctly.

1s -1

total 7420

-rwxr-xr-x. 1 5eeel
-FWXr-xr-x. 1 50001
-rWXr-xr-x. 1 58081
~rwxr-xr-x. 1 50001
~rwxr-xr-x. 1 50001
-rWXr-xr-x. 1 50001
-rwWXr-xr-x. 1 58001

50888 3965812
sepee 212
50008 3668626
500088 1534
500088 1015
sppee 617
5ppe0 lo4s

Nowv
Nowv
Nov
Nowv
Nov
Nov
Nov

1@
1o
10
10
10
1@
1@

[root@master configDropins overrides]# l

[root@master cunfigDrupinﬁ;uverrideg}# 1s -1

13:85
13:08
13:85
13:85
13:08
13:26
13:08

db2jcc4d. jar

DB2JCCDriver.xml

db2jcc.jar

db2jcc license cu.jar

GCDDE. xml

ldap TDS.xml

0S1DE. xml

You are now ready to deploy the CPE container.
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Part 6: Deploy the Content Platform Engine container

For deployment of the CPE container, two deployment methods are supported, deployment using a
yaml file, and deployment using a helm chart. In this exercise, you deploy by using the Helm chart.
It is available in the cpelab/deploy folder.

An archive with the helm chart is also available on
https://github.com/icpd4a/cert-kubernetes/blob/19.0.1/CONTENT/helm-charts
/ibm-dba-contentservices-3.0.0.tgz.

1. Prepare for deployment.

__ a.

Go to the deploy folder and view its content.

cd /root/labfiles/cpelab/deploy

1s
[root@master deploy]# 1s
ibm-dba-contentservices-3.0.0.tgz wvalues.yaml
[root@master deployl# [
___b. The archive with the helm chart in github also contains the values.yaml file, which is the

only file of the Helm chart that needs to be customized. To make deployment easier, a
version of the values.yaml file with the required changes is available in the deploy
directory. Examine the values.yaml file by opening it using an editor of your choice.
Optionally, you can double-click the Home folder on the desktop, go to
/root/labfiles/cpelab/deploy folder and then right-click values.yaml to
open with Text Editor.

Check the image tag in the vlaues.yaml file. The image tag contains details for
accessing the CPE container. Find the value of the pullPolicy. The pullPolicy in the
image section has been set to IfNotPresent to make sure the container is only loaded
when needed.

# Default values for ibm-ecm-icp.
# This is a YAML-formatted file.
# Declare variables to be passed into your templates.
arch:
amdéd4: "3 - Most preferred"

replicaCount: 1

image:
repository: docker-registry.default.svc:50008/cpe-lab/cpe
tag: ga-553-pacpe
pullPolicy: IfNotPresent
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__d. Check the datavolume section. The datavolume specification has been adapted to
match the names of the persistent volume claims, which were created by the script

before.

## global persistence settings
persistence:

enabled: true
# useDynamicProvisioning: false

## Persistence parameters for /database

dataVolume:

## Persistence parameters for CPE
nameforCPECfgstore: "cpe-cfg-stor"
nameforCPELogstore: "cpe-log-stor”
nameforFilestore: "file-stor”
nameforICMrulestore: "icmrule-stor"
nameforTextextstore: "textext-stor"
nameforBootstrapstore: "bootstrap-stor”
nameforFNLogstore: “"fnlog-stor"

__e. Close the yaml when you are done examining it. Do not make any changes.

___ 2. Create a secret. The deployment needs access to the docker registry, which is granted
through the secret named admin.registrykey. If it had been existing before, recreate it, by

first deleting an old version of it.

__a. Delete old secret, if present.

oc delete secret admin.registrykey -n cpe-lab

[rnntémaster debloii# oc delete secret admin.registrykey -n cpe-lab
Error from server (NotFound): secrets "admin.registrykey" not found
[root@master deployl# |}

___b. Create an authentication token for the internal docker registry to connect to the internal

docker registry.

oc whoami -t

[root@master deploy]# oc whoami -t
cumYLd1VHA-K16v2v]skL3HVUoM7 rHFo6dy fiBVhW]E
[root@master deploy]# |
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Create a new secret. Log in to the internal docker registry by using an authentication
token. Replace the token variable with the token that you created in the previous step.
Make sure to include the token in quotation marks (single or double quotation marks).
Do not copy and paste the command from the pdf as the quotation marks are not
interpreted correctly by the remote VM. Make sure to enter the entire command in a
single line.

oc create secret docker-registry admin.registrykey
——docker-server=docker-registry.default.svc:5000 --docker-username=admin
——docker-password="'<token>' --docker-email=ecmtest@ibm.edu -n cpe-lab

[root@master deploy]# oc whoami -t

cumYLdLVHA- K16v2ZvIskL3HVUoMT rHFo6dy f IBVhW] E

[root@gmaster deploy]# oc create secret docker-registry admin.registrykey --docker-server=d
ocker-registry.default.svc:5000 --docker-username=admin --docker-password='cumYLdlVHA-K16v
2v)sEL3HVUoMT rHFoGdy TiBVhWJE®' --docker-email=ecmtest@ibm.edu -n cpe-lab

secret/admin. registrykey created

[root@master deploy]# i

__d.

Verify correct installation of the admin.registrykey. Check the output and confirm that
the password returned is the same token value that you entered before.

oc get secret admin.registrykey ——output="jsonpath={.data.\.dockerconfigjson}" |
base64 --decode

[root@master deploy]# oc get secret admin.registrykey --output="jsonpath={.data.\.dockerce
nfigjson}” | basetd --decode
{*auths":{"docker-registry.default.svc:5808": {"username" : "admin” , "password™: "cum¥LdlVHA-K1
6v2vIskL3NVUOM7 rHFo6dy TIBVAWIE" , "email” : "ecmtest@ibm.edu”, *auth” : " YWRtawd6Y3ViWUxkbFZIOS 1L
MTZ2MNZKC2 tMHEhWVWINNZIIRmE2ZHImaUIwWwaFdgqRO=="1}}[ root@master deploy]# I

e.

If the password that is displayed is incorrect, delete the admin.regsitrykey and try
re-creating it.

In OpenShift, the security context constraint on allowed user and group ids in a
container can cause deployment errors. To prevent it, you update the namespace to
include the constraints for the components that you want to deploy. But first, run the
command to make sure that you can use gedit.

export EDITOR=gedit

—9

[root@master deploy]s export EDITOR=mQgedit
[root@msster deolovie

Now you are ready to use gedit. Run the command to update the namespace.

oc edit namespace cpe-lab

roct@master deploy]# oc edit nosespace cpe-labl]
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___h. In the editor, find the following two lines:
openshift.io/sa.scc.supplemental-groups: 1000130000/10000
openshift.io/sa.scc.uid-range: 1000130000/10000

F Please edit the object below. Lines beginning with a '#' will be ignored,
# and an empty file will abort the edit. If an error occurs while saving this file will be
# reopened with the relevant failures.
&
mpiVersion: vl
kind: MNamespace
metadata:
annotations:
openshift.do/description: =~
openshift.ie/display-name:
openshift.ie/requester: admin

smamsbd Bl e lan axs

openshift.io/sa.scc.supplemental-groups: 10881308808 180886
openshift.le/sa.scc.uid-range: 1080130800/10008
e R
name: cpe-Llab
resourceVersion: “1330a7r"
selfLink;: fapi/vi/namespacesSfcpe-lab
uid: @68acalc-ff54-11e9-87f6-008505629cc20
SpEC:
finalizers:
- kubernetes
status:
phase: Active

__i. Change the 1000130000/10000 value to 500/1000099999 for both the lines. The

two lines are changed to the following values:
openshift.io/sa.scc.supplemental-groups: 500/1000099999
openshift.io/sa.scc.uid-range: 500/1000099999
__j.Verify that the changes are done correctly.

# Please edit the object below. Lines beginning with a "#' will be ignored,

# and an empty file will abort the edit. If an error occurs while sfaving this file will be
(# reopensed with the relevant failures.

'L

japiversion: vl

jkind: Hamespace

[metadata:
{ annotations:
i cpenshift.lo/description:

cpenshift.io/display-nane:
openshift.io/requester: admin

Ca i m i

openshift.ie/sa.sce.supplemental-groups: 580/10800%9999
cpenshift.io/sa.scc.uid-range: 500/1000099999
LR L R L B L] L IYATF " AE"WTILE 2T AEXS
name: cpe-lab
resourceversion: "133807
selfiLink: sapi/svl/namespaces/cpe-lab
wid: @6Bacalc-ff54-11e9-8716-00505629cc2d
spec:
finalizers:
- kubsrnetes
status:
phase: Activel

view the Save button.

I.  Add privileges to the CPE project.

k. Click Save at the top and then close the file. You might have to maximize the editor to

oc adm policy add-scc-to-user privileged -z default

© Copyright IBM Corp. 2019
Course materials may not be reproduced in whole or in part without the prior written permission of IBM.

2-34



Exercise 2. Deploying the IBM FileNet P8 Content Platform Engine (CPE) container

[root@master deploy]# oc ads policy add-scc-to-user privileged -z default
sce "privileged® added to: ["system:serviceaccount:cpe-lab:default®])
[root@master deployl® ]

__ 3. Install the helm chart for deployment

__a. Verify that you are in the /root/labfiles/cpelab/deploy folder.

pwd

___a. Listthe contents of the deploy folder and verify that
ibm-dba-contentservices-3.0.0.tgz helm chart is listed.

1s

[root@master deployl# pwd
Jroot/labfiles/cpelab/deploy

ibm-dba-contentservices-3.0.0.192 l'-!"l.LlES.]'D“'-I

___b. Install the CPE helm chart by using the helm command. Make sure to enter the entire
command in a single line.

helm install ibm-dba-contentservices-3.0.0.tgz --name cpe-lab —--—namespace
cpe-lab --values values.yaml

[ root@master deploy]s
[root@master deploy]® helm install ibm-dba-contentservices-3.0.8.tge --name cpe-lab - -namespace cpe-lab --values values.yanl
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__c. The command completes quickly and returns at the command prompt.

MNOTES:
i1.6et the application URL with ClusterIP amd Port to configure Havigator.

# Get the ClusterIP for the service

export CLUSTER IP=%(kubecil get nanespace cpe-lab -0 jsonpath=®{.spec.clusterIP}” services cpe-lab-ibm-dba-contentservices

# Get the Port for the service
export PORT=%|kubect]l get --namespace cpe-lab -6 jsonpath="{.spec.ports[@].port}® services cpe- lab-ib&-dba-contentiervicoes)

echo “Using this Cluster IP address and Port to configure C55 server in CPE: SCLUSTER_IP:SPORT™

Bl

Get the application URL with Mode IP and Pert by running these commands

export WODE PORAT=S§(kubectl get namespace cpe-lab -0 jsonpath=={.spec.ports[8].nodePort}” services cpe-lab-ibm-dba-contents

Eryices)

# Get the HTTPS Port for the service
# Replace this with actual deployment service name Tor =S5ervice Hame>

export WODE PORT HTTPS=%{kubectl get nanespace cpe-lab -0 jsonpath="{.spec.ports[1].nodePort}™ services cpe-lab-ibm-dba-co
ntentservices]

# Get the proxy IP for the cluster
export HODE IP=Sikibectl et nodes grep proxy | ek “{print $1}°'}

echo http://$NODE IP:$HODE PORT

echo https://SNODE IP:$RODE POAT HTTPS

If everything went well, the CPE container is deployed in few minutes. You verify that in the
next section.

Part 7: Verify successful Content Platform Engine deployment

In this section, you run several verification steps for successful CPE deployment

1. Check the status of the pod. The status of the pod is a good indicator of whether the
containers are either running, failed, started, crashed, and so on. Although it takes time for
the containers to start, checking the status first gives a good idea of the state of the pod.

___a. Check the status of the pod.

oc get pods

b. Verify that there is one row for the cpe pod.

c. Examine the status of the pod as it is being created. It takes few minutes for the pod to
start and get into a Running status. It is OK if you see a Ready state of 0/1 for pod. Give
it some time to change to state 1/1. While you are waiting for state to change, continue
with the following verifications. You run this command again later. If the state is already
1/1 then you can optionally, review the remaining verification steps.

[root@master deploy]#® oc get pods
MAHE READY STATUS RESTARTS AGE

cpe-lab-ibm-dba-contentservices-5dc5S857bb- 2pnsST? 8rl ContainerCreating [:] 55
[root@master deploy]#® I

___ 2. Verify the deployment status. When the deployment is started, the helm chart creates
among others artifacts, a deployment.

___a. Runthe command to check deployment and get detailed information about the
deployment.

oc describe deployment cpe-lab
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\[root@master deploy]s

|root@master deploy]#® oc describe deployment cpe-lab

__b. Verify that a message is received that the replica set was successfully scaled to 1.

Samne

sane

Same

namespace )

namEspace)

nameipace )

namespace )

1 Claimiame: cpe-lab-icp-icmrulesstore-pyc
ReadOnly: false
textext-star:
Type: PersistentVelumeClainm (& referénce To & PeriistentVolumellaim in the
Claimbame: cpe-lab-lcp-textextstore-pwe
Readinly: false
bootstrap-stor:
Type: PersistentvolumeClain {a reference to a PersistentVolumeClaim in the
ClaimBame: cpe-lab-icp-bootstrapstore-pyc
ReadOnly: false
frnlog-stor:
Type: PersistentVolumellain (& referénce to a PersistentVolumellaim in the
ClaimMame: cpe-lab-fep-fnlogstore-pye
Read0nly: false
file-stor:
Type: PersistentVolumeClaim (a reference to a PersistentVolumellaim in the
ClaimBame: cpe-lab-icp-filestore-pve
Readdnly: false
Conditions:
Type Status Reason
Available True MinimumReplicasavallable
Progressing True HewReplicaSetAvallable
OldReplicaSets: cpe-lab-ibm-dba-contentservices-50c558570b (171 replicas created)
MewReplicaSet:  =none=
Events:
Normal ScalingReplicaSet Gm
1

|[root@master deployl#é |

___ 3. Check the replica set.

__ a.

Run the command to check the replica and return the information that a pod is created.

oc describe replicaset cpe-lab

[root@master deploy]® oc describe replicaset cpe-lab

HeEadun Uy : FaELEE
Events:
Ty Reasaon Age From Message
Mormal SuccessfulCreate 16m replicaset-controlle
[ront@master deploy]# I

Created pod: cpe-lab-ibm-dba-contentservices-5deS3857bb- 2pnST

__ 4. Check the pod for messages that are generated during its creation.

__a

Run the command to view the pod creation messages and watch for errors.

oc describe pod cpe-lab

![rnnt-‘:_.lu‘ms'rer deploy]#® oc describe pod cpe-lab
|
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Ty Reasan age From Hes s age

Hormal Scheduled 13m default-scheduler Successfully assigned cpe-lab/cpe-Llab-ibs-dba-contentservices-5dc55857h
b-2pn57 to computel.cpda.com

Hormal Pulling 13m kubelet, computel.cpda.com pulling image “docker-registry.default.svc:S5e88/cpe-labfcpe:ga-553:plcp
&

Hormal Pulled 1im kubelet, computel.cpda.com Successfully pulled image “docker-registry. default.sve:z3888/cpe-labyscpe
ga-553-plcpe”

Hormal Created 11m kubelet, computel.cpda.com Created contaimer

Hormal Started L1m kKibelat, computel.cpda.col Started contaimer

LIS R WL GANEL LG L .

___ 5. Check the status of the pod one more time.

__a. Now that some time is passed, you run the verification again to make sure that the state
of the CPE pod is 1/1 and that it has a Running status. If the state is still 0/1, then wait
few more minutes and check again.

oc get pods

[rooct@master deploy)® oc get pods
NAME READY STATUS RESTARTS AGE
cpe-lab-ibm-dba-contentservices - Sdc55857bb- 2pnST 1/1 RunnLng i 16a
[rost@master deploy)e

___b. The successful installation results in a running CPE container. Make sure that the status
is Running for the pod. It is important that the container also displays 1/1 as in Ready. If
it displays 0/1, then give it few more minutes before it changes to 1/1.

Part 8: Troubleshoot failed deployment.

Several tasks are available for you troubleshoot a failed deployment. This section describes
some of the steps you can take to ensure a successful deployment.

1. Check for typographical errors. If your deployment fails or you see an error, then the first
thing to check is to make sure that no typographical errors exist. Check the typed command
to see any obvious mistakes. You can scroll up through the terminal and examine the
previous commands, if needed. You can use the up arrow key in your keyboard to recall the
earlier run commands to scan through any mistakes and make corrections.

2. \Verify that the lab environment is up and running. If you started a suspended environment,
then make sure that you give plenty of time before working with the environment. A good
verification is to log in to the OpenShift console and make sure that you are successful.

oc login https://console.cpda.com:8443 -u admin —-p passwlOrd

3. Verify the current project.

___a. Verify that you are connected to the correct project cpe-lab.

oc project
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___b. Ifthe current project is the default project or some other project, then switch to the
cpe-lab project.

oc project cpe-lab

___ 4. Check container logs for the container, fix errors and then redeploy.

___a. You can also check the logs for a failed or crashing container to help troubleshoot the
problem. First, check the pod status to identify the container name that is being used in
the current run.

oc get pods

The state of a container might be stuck at 0/1 even though it says it is Running. If it does
not change to 1/1 even after a while then you might want to check the log for that
container. Copy the name of that container.

[root@master deploy]#® o geét pods
MHAHE READY STATUS RESTARTS

cpe-lab-ibm-dba-contentservices-5dc55B57bb-w5j2t B/1 Running i

In other failures, it is possible that a container fails to start and gives an error. If that
happens, then you can again copy the name of the failing container (s) to check the
logs.

__b. Check the logs of a specific problematic container by using its name.

oc logs ocpe-lab-ibm-dba-contentservices-5dc55857bb

If the results indicate a problem, then you can go back to see whether any mistake was
done or a step was skipped.

__ 5. Remove the current failed deployment, fix errors, and then redeploy. You do not need to run
this step if you successfully deployed CPE. In that case, you can just review this step.

a. Run the command to purge the deployment. Do not run this command when the
deployment is successful. Note that there are two dashes right before purge (even
though it can look like a single dash) in the command. You can run this when you
identified the problem, made the correction, and are ready to install the helm chart again
for deployment.

helm delete cpe-lab —--purge

___a. Check the pod status. The containers start terminating.

oc get pods

___b. Run the check again to verify the pods again until resources are no longer available.

___¢. Now you are ready to install CPE helm chart again using the helm command:

© Copyright IBM Corp. 2019 2-39
Course materials may not be reproduced in whole or in part without the prior written permission of IBM.



Exercise 2. Deploying the IBM FileNet P8 Content Platform Engine (CPE) container

Part 9: Access the running Content Platform Engine container

Now that CPE is deployed, you are ready to connect to it. In this section, you verify the connectivity
and access to CPE. You do not do any CPE development. That is the task of a CPE developer or

CPE Administrator.

___ 1. Identify ports and URL for the running containers

___a. Verify that containers are running.

___b. Find the port numbers.

oc describe service cpe-lab

[rect@mbster deployls
[root@master deploy]# oc describe service cpe-lab

___¢. Examine the output from the command. It displays the node ports of the running
services. You log in to the relevant services in the next steps.

[root@master deploy]#

[root@master deploy]#® oo desc

Name
Namespace:
Labels:

ribe service cpe-lab
cpe-lab-ibm-dba-contentservices
cpe-lab

app=ibm-dba-conténtservices
chart=ibm-dba-contentservices-31.8.8
hEr LT age Ller

releasescpe- Lab

SErvViCenameEsIDE Sy

snnotations: e
selector: app=ibm-dba-contentservices
Type: HodePort
IP 172.38,146.93
Fort: hitp S9H3STCF

| odepart hitp 36938,/TcP |
Part: https D443/TCP

I NodePort : https ’I:'I?-i."'."?l.'F‘I
P o
Session Affinity: ClientIp
Extermal Traffic Policy: Cluster
Events: <MOmes

[root@master deployle |

Note the node port. There are two of them. One for an http request and the other for an

https request.

___ 2. Connect to the Administrative Console for Content Engine (ACCE)

a. Find the node port for the CPE container. For ACCE URL, you can use either

http://master.cpd4a.com:<http node port>/acce or
https://master.cpda.com:<https node port>/acce. The node portin your
environment is different from the node port in the view below:

b. Start Firefox and enter the following URL.:

https://master.cpda.com:<https NodePort>/acce
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___c¢. Verify that the ACCE login page is displayed in the browser.

IBM Administrative Com: x| 4

L C' i cpda.com e @ 1}

Welcome to IBM Administrative Console for
Content Platform Engine

__d. Login by using p8admin for User name and passwOrd for Password. Click Log In.

___e. Atter a successful login to the Administrative console, verify that the Domain
configuration page is displayed. This confirms the successful ACCE deployment.

B IBM Administrakiee Conse ¥ | 4

= & & : cpda.com —

I Mew Domaim

Fand > F Cancal

Spmcity the Domain indormalicn

A Flobod PR dommn s o logonl geouping of esouweces jokyec] saone dalabases, hull mxl indeo aoeas, ik siorape areas, and conbient Cacha ansas|
msowce, and sach Flshiel PB serv. befongs 1o only one domain. A Filehet PB server can access any rescace in its domain, bul cannol acoe
Alsd o click Wl you canned rlum B (kL Beg 5 changs The ks
L T
¥ L b
5 il (LT,
£ i o
Choeria iy Mg L defal

___ 3. Connect to the Content Engine Ping Page (CE Ping page)

___a. Use the same the node port for the CPE container that you used before. For CE Ping
Page URL, you can use either http://master.cpd4a.com:<http node port>/
FileNet/Engine Orhttps://master.cp4a.com:<https node
port>/FileNet/Engine.

b. In the browser, enter the following URL:
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https://master.cpd4a.com:<https NodePort>/FileNet/Engine

Verify that the CE Ping Page is displayed in the browser.

Content Engrlr' Startup Con' X 4

= & 0 ) 17 Cpéda, com 309 we @ 1y

@ Content Engine Startup Context [Ping Page)

:{rpr-r.nlmq Syst

| Ti:g'- I-- Value

[Lecal Hest jepa-lab-ihes-dha-conteniserveces-Sde 5 585 Thb-Tpra T

[Seart Time [Tue Nov 05 13:41:32 UTC 2019

[Preduct Mame [P Cemtesit Flatfors Engine - 5.5.3.0

[Build Version [ap553 1500

!rs.tmup Mewsage [P8 Cemtesit Platiors Engine Startup: 5.5.3.0 dap553.1500 Copyright [BM Corp. 2003, 2010 All rights reserved on cpe-lab-bm-iBa-conben lservices-
| (ade 3585 Tbb-2pns 7

i Elmu:: 3.1000-1062.4.1.6l7 cBE 04

[Classpath

[Avedlable Processors 1

[roptabmawtpban ool ws-server jar- Pl hmiwiphisteclaiws-javasgent. jar-fop LB mwipBintoolsws javaagest jar

JDBC Driver

ipvm

[IBM Data Server Driver for JDBC and SQL) 4.22.25

E;-:.'\.'a.'.m vondor 1BM Corporation

| v, vt e 1BM 9 VM

i|a.'ra rantime version 8.0.5.35 - prefd S0erSipi5-2001004 18 01(5R5 FP35)
| Javarantima e Jove(TM) SE Runtims Environmat

I|-:.'m WL VRS 2.9

JRE 1.8.0 Limux amd4-64-Bit Compressed Reforences 20090417 414854 (JIT enabled, AQT anabled) Openji - 77762350 OMR -

[parve v bl 1GBT7dT 1BM - 7245043

B.0.5.35 - prafd B0erifpd5-200004 18 01(5H5 FP35) JRE 1.8.0 Linux amd6d-64-Bat Compressed Reforences 20090417 414854

[Jwnbalbvorsion i baed. AOT emabled) Open]D - 7776157 OME - 1667747 DM - 7245043

__ 4. Connect to the Content Engine Health Page (CE Health page)

Use the same the node port for the CPE container that you used before. For CE Health
Page URL, you can use either http://master.cpd4a.com:<http node port>/

a.

P8CE/Health orhttps://master.cpd4a.com:<https node port>/
P8CE/Health.

In the browser, enter the following URL:

https://master.cpda.com:<https NodePort>/P8CE/Health
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c. Verify that the CE Health Page is displayed in the browser.
| B FileMet Content Engine x| =+

i< 2 i 1er.CpAa.com

BM Filhel Conbent Manage

Jjl <t instance: [1
Locatian: Hama

Damaln
Global Configuration Datahsse
@ Directory Configuratioss: [0]
PE Connectian Points: [0]
PE lsolated Reghans: [0

Fixed Content Dovices: [0

Rezources:
8 Obgoct Stares: [0]
Storage Areas: [0]

Shas:

__ 5. Connect to the Content Engine Web Service (CE WS)

a. Use the same the node port for the CPE container that you used before. For CE WS
URL, you can use either http://master.cpd4a.com:<http node
port>/wsi/FNCEWS40MTOM/ Or https://master.cpda.com:<https node
port>/wsi/FNCEWS40MTOM/.

b. In the browser, enter the following URL:
https://master.cpd4a.com:<https NodePort>/wsi/FNCEWS40MTOM/
c. Verify that the CE WS is displayed as an XML in the browser.

master cpdacom 30938 X 4

« oG . epda.com W ENCEWSA0MTOM we @ gy | O seat n o

This XML file does not appear to have any style information associated with it. The document troee is shown below.

= <definitions name="FNCEWS40MTOM" targetNamespace="http:/fwww filenet.com/ns/fnce/2006/1 1 fws/MTOMfwsd]® >
<import location="http;//mastercpda.com:-30938/wsyFNCEWS40MTOM/FNCEWS40. wsdl® namespace ="http.{/www. filenst.com
mnsineer2006/1 1 fwspwsdlf=
—<hinding name="FNCEWS40MTOMBinding” type="cdef:FNCEWS40PortType™>
<goapl2:binding style="document” transport="htp://schimas. emlsoaporg/soaphttp>
—=pperation name="GelOhjects">
=soapl 2:operation soapAction="http:/www filenet. comms/nce/2006/1 1 fws/MTOMEGotObjects">
—<input=
<soapl2:header message="cdef:LocalizationHeador” part="heador” use="literal"f>
=goapl 2:body use="litoral"/>
<finput=>
—=ounipul>
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___ 6. Close all open windows. Before moving to the next exercise, it is a good idea to close all
open windows and sessions.

__a. Enterexitin the terminal to close it. If you had multiple terminal windows open close all
of them

b. Close the Firefox browser.
c. Close any other open windows, including any text editors.

__d. Close the RDP console window or the browser window that was used to work with the
Master VM.

You now completed the successful deployment of the CPE container and verified the connectivity
and access to CPE. You do not do any CPE development or any other work by using the CPE
container. That is the task of a FlleNet P8 Content Platform Engine developer or FlleNet P8
Content Platform Engine Administrator. For FlleNet P8 Content Platform Engine development
related training refer to the IBM Training site.This concludes this exercise.

End of exercise
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Exercise 3. Administering the IBM
Cloud Pak for Automation
containers

Estimated time

02:00

Overview

In this exercise, you do some basic administration and management of the installed containerized
IBM Cloud Pak for Automation products that are deployed on the Red Hat OpenShift environment.

Objectives

After completing this exercise, you should be able to:
* Explore the Red Hat OpenShift container (RHOCP) web console for container management
* Examine the available open source monitoring options - metrics, alerts, and dashboards
* Scale an application deployment by using OpenShift

* Monitor containers by using probes

Introduction

The IBM Cloud Pak for Automation (CP4A) offers a software platform to develop, deploy, run, and
manage your digital business automation projects by using its capabilities. In this exercise, you
administer the containers.

Management of containerized products is an extensive area. In this exercise, you get introduced to
some important administration areas of container management by using OpenShift and learn some
key basic skills that are required by an administrator.

Requirements

* Availability of the lab environment that consists of three Red Hat Enterprise Linux V7.7 virtual
machines (VMs) with Red Hat OpenShift (RHOCP) 3.11 installed.

e Completion of either Exercise 1 or Exercise 2 or both.
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Virtual machine configuration

Each virtual machine is configured with the following specification:

Table 9.

oS CPUs RAM Disk
Red Hat Enterprise Linux (RHEL) 7.7 8 16 GB 300 GB
(64-bit)

List of Servers with Roles

The virtual machines are listed below with their respective roles:

Table 10.

VM RHCOCP Node type IP address Hostname

VM1- OCP master Master 10.0.0.1 master.cp4a.com
VM2- OCP compute1 Compute 10.0.0.2 computel . cpda.com
VM3- OCP compute 2 Compute 10.0.0.3 compute?.cp4a.com

Software Requirements

The following packages are downloaded to the Master node:

Table 11.
Software Folder name
IBM Cloud Pak for Automation images /root/labfiles/cpia

User IDs and Passwords

The following table contains a list of User ID and password information that is required for this
exercise:

Table 12.

Entry Point User ID Password
OpenShift web console: admin
https://master.cpda.com: 8443

or

passwlrd

https://console.cpda.com: 8443
Red Hat Linux VM

root passwlOrd
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0 Information

In this exercise, you work with the existing odm-lab and cpe-lab projects that you created in
Exercise 1 and Exercise 2. You also work with containers from the odm-lab project that you
deployed in Exercise 1.

If you skipped Exercise 1 and did Exercise 2 only, then you can use the cpe-lab project to do all
your work in this Exercise 3. You can also use the container from the cpe-lab project instead of the
containers that are deployed in the odm-lab project. Several screen captures and references might
not match exactly with your environment so you need to modify your steps to match your
environment.

If you skipped Exercise 2 and did Exercise 1 only, then you can use the odm-lab project to do all
your work in this exercise. Few screen captures and references might not match exactly with your
environment so you need to modify your steps slightly to match your environment.

The basic management behavior is the same regardless of the project or pod type.

Part 1: Explore the OpenShift web console for container management

Until now, you worked with the command-line interface (CLI) to interact with RHOCP. In this
exercise, in addition to using the CLI, you also work with the OpenShift web console.

The OpenShift web console is a user interface accessible from a web browser. It is a convenient
way to manage and monitor applications. Although CLI can be used to manage the lifecycle of
applications, the web console presents several extra benefits, such as the state of a deployment,
pod, service, and other resources, and providing information about system-wide events.

The web console runs as a pod on the master.

You can use the web console to monitor critical properties in your infrastructure, which include:
* The readiness or the status of a pod

* The availability of a volume

* The availability of monitoring - metrics, alerts and dashboard

» The availability of an application by using probes

1. Verify that the lab environment is up and running as explained in the previous Exercises. If
you completed either Exercise 1 or Exercise 2, then you are already familiar with the steps
to take when your environment is in a Suspended or Powered Off state. If needed, you can
also review those instructions again to make sure that your environment is in a Running
state before continuing with this exercise.
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2. Login to the Master VM. Remember, that you work with the Master VM throughout the
exercise. All the commands that you run in this exercise, you run on the Master VM.

__a. Ifthe time, and date displays on the desktop, click the Enter key anywhere on the
desktop for the login screen to come up.

‘,‘5\ CP4A__master-smartchentrdp_56480415 - smart-uscentral skytap.com - Remote Desktop Co..  — O .

07:20

Friday, November 01

___b. Click Not listed.

. db2admiin
2]

dbx2fencl

__c. Enter root in the Username field and click Next.
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__d. Enter passwOrd in the Password field and click Sign In.

__e. You are now successfully logged in to the Master VM.

3. Log in to the Red Hat OpenShift cluster by using the command line

___a. Double-click the Terminal shortcut on the desktop to open it.

___b. Inthe terminal that opens, log in to the OpenShift cluster. The OpenShift console URL is
https://console.cpda.com: 8443 andthe usemame/password is admin/passwlrd.

oc login https://console.cpd4a.com:8443 —-u admin -p passwOrd

___c¢. Verify that the Login successful message is displayed. It does not matter which project
you are connected to right now. Next, you verify that things are running fine in the
environment.

__ 4. Check the status of the nodes.

__d. Verify that the master and the two compute nodes are in the ready state.

oc get nodes
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[root@master ~]# oc get nodes

NAME STATUS ROLES AGE VERSTON

computel . cpda.com Ready compute 124 wl.ll.8+d4cacce
computel.cpda.com Ready compute 12d wl.1l.8+d4cacch
master, cpda, com Ready infra, master 12d wl,1l.8+d4cacce

T T B

__e. \Verify that three nodes are listed and the status is Ready for all the nodes.
5. Log in to the OpenShift web console

___a. Start Firefox and click the OpenShift web console shortcut. Optionally, you can enter
https://console.cpda.com: 8443 in the URL field and press the Enter key.

___b. Enter admin in the Username field and passw0rd in the password field. Click Log In.

OPENSHIFT CONTAIMER PLATFORM

You are now ready to work with the web console.
___ 6. Explore the Service Catalog view.

__a. Thefirst time you log in to the web console you are in the Service Catalog view. Verify
that the Browse Catalog page is open with several service templates displayed.

OPENSHIFT CONTAIMER PLATFORM

202 Mamd

MET MET MET MET

MET Core MET Core + MET Core Example MET Care Runtime Secale. gareway
PostgreSgL Example
{Persistent]

I ) / / &

AMD-A0IC A5 AMD-EVE Apache HTTP Server  Apache HTTP Server CakePHP + MvS0

wWllgrarg-rauter [FIER P}
OpenShift Container Platform includes a service catalog, which is an implementation of

the Open Service Broker APl (OSB API) for Kubernetes. This allows users to connect
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Exercise 3. Administering the IBM Cloud Pak for Automation containers

any of their applications that are deployed in OpenShift Container Platform to a wide

variety of templates.

A template describes a set of objects that can be parameterized and processed to

produce a list of objects for creation by OpenShift Container Platform. A template can be

processed to create anything you have permission to create within a project, for
example services, build configurations, and deployment configurations.

__d. Click PostgreSQL.

b. These Catalog templates are grouped by categories such as Languages, Databases,
Middleware, CICD, and other. Click the Databases tab.

P

Postgres

Filter ~  Eltems

L

PostgresglL
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Exercise 3. Administering the IBM Cloud Pak for Automation containers

___e. The PostgreSQL configuration page is displayed. OpenShift Container Platform
provides a container image for running PostgreSQL. This image can provide database
services based on username, password, and database name settings provided by
configuration. You can use this configuration in your existing projects. Click Next.

Podtgrasil x

Informatiomn Eﬂ-l‘lflﬂlll’.‘l'.ll:ll"l Results

o

@ PostgreSQL

PosrgreSOL database service, with persisbent storage. For more information sbout using this template, ir

f.  In the template configuration page, select the odm-lab project if you did Exercise 1.
Otherwise, select cpe-lab project. Leave the remaining defaults and click Create.

PastgrasOL x

Infarmation Configuration Results

1 2

= Ak 15 Progect

* Memary Limit

Mamespste

® Databage Teanade Name
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Exercise 3. Administering the IBM Cloud Pak for Automation containers

9. Amessage is displayed that PostgreSQL is created successfully. While this portion of
the creation is successful, it fails, as you see later. The purpose of these steps is to
demonstrate how easy it is to add a new template from the service catalog and then
show how to investigate the failed pod. In a later step, you view the failed status and
explore the events that are generated for the PostgreSql pod. Click Close.

Paitgre sl

Information Configuration Results

@ PostgreSQL has been created in odme-lab succe

@ The following serviceis) have been created in your project: pastgresgl

__h. Feel free to explore the other templates available in the service catalog.
___ 7. Verify that the PostgreSql database pod throws an error.

___a. Switch back to the terminal and check the current project for that session.

oc project

___b. Make sure that the current project is the one that you used earlier for the configuration of
the Postgresql service. Switch to that project if you need to. If you completed both
Exercise 1 and Exercise, then you used odm-lab project in the earlier step.

oc project odm-lab

c. Check the pods for your project.

oc get pods

If you are in the odm-lab project, you see four pods for odm and two pods for Postgresq|.

If it has been less than 10 minutes since you added Postgresql database to your project,
then one of the Postgresql pods is in Ready 1/1 state. It is the pod that is attempting the
deployment of the database. The second pod is in the pending state since it is still waiting
for deployment to occur. That is why the state is still 0/1 and not 1/1 for the second
Postgresql pod. The AGE column displays the time that lapsed since you added the
Postgresql service. If it displays less than 10 minutes, then the state continues to be 0/1.
Wait for the pod to fail with an error. For that to happen, the AGE column needs to get to at
least 10 minutes for the Postgresql row.
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Exercise 3. Administering the IBM Cloud Pak for Automation containers

[root@master ~]# oc get pods

NAME READY STATUS RESTARTS AGE
pdm- lab-odm-decisioncenter-7f78864cbhd-n2qzn 1/1 Running 1 1h
iodm- lab-odm-decisionrunner-bsbf759Fd-ngzkw 1/1 Running 1 1h
‘odm-lab-odm-decisionserverconsole-77c88fbb85-2h2ha 1/1 Running 1 1h
ndm-1ah-adm-decicinnserverruntime- 78c44h4547 -mavTh 141 Runmnina 1 1h
postgresql-l-deploy 1/1 Runmning 5] 1m
postgresgl-1-kvhpw 8/1 Pending 1] 1m
LV U LS LT~ e

__d. Check the pods one more time to see whether 10 minutes passed. The timeout value for
this deployment is 600 seconds or 10 minutes. It takes 10 minutes from the time you
added the service for the error to appear. You know 10 minutes passed when the Age
displays at 10m or more. When that happens, only one Postgredql pod is listed and
since it failed deployment the status is Error. You can now continue to the next step.

[root@master ~]# oc get pods

NAME READY S5TATUS RESTARTS AGE
odm-lab-odm-decisioncenter-7f78864cb4-n2q2n 1/1 Running 1 1h
odm-lab-odm-decisionrunner-bebf7597d -ngzkw 1/1 Running 1 1h
lﬁdm-lﬂb-ﬁdm-dutiﬁlun&ervurcﬂnsalu-??cSEfbhEE-2h2h9 1/1 Running 1 1h
Ilpastgresql-l-depluy 8/1 Error @ 11m I

||-uunu_.m|nn|.-:s i

__e. Leave the terminal open and switch to the web console.

__ 8. Explore the Service Catalog view

___f. Verify that you are still in the Service Catalog view of the web console.

OPENSHIFT CONTAINER PLATFORM
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Exercise 3. Administering the IBM Cloud Pak for Automation containers

___g. Theright pane displays the projects that you have permission to work with. Since admin
is the cluster administrator, all projects are listed. Click View All to view all the projects

in this cluster.

h. In the My Projects page that opens, scroll down and click odm-lab. If you did not
complete the odm-lab project in Exercise 1, then open the cpe-lab project that you

created in Exercise 2.
i.  Verify that the current view switches from the Service Catalog view to the Application
Console view.

OPENSHIFT CONTAINER PLATFORM

6 Reminder

The steps below show the pods for the odm-lab project. If you use the cpe-lab project, then the
screen captures do not match exactly with your environment. You need to modify the steps to

match your project.
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Exercise 3. Administering the IBM Cloud Pak for Automation containers

___ 9. Explore the Application Console view in the web console.

___a. When you click a project, the web console provides an overview of your project. The
Overview tab is selected by default and provides a high-level view of the current
project. It displays the name of the services and their associated pods that are running
in the project. Verify that the ODM pods are displayed. (If you opened the cpe-lab

project, you see only the CPE pod). You might need to scroll down the browser to view
all the pods.

OPENSHIFT CONTAINER PLATFORM

—_

___b. Ifyou scroll further down, you see the failed postgresqgl pod that you just added to the
project. If you do not see the error for postgresq|, then it is trying to re-create the
deployment. The timeout value for this deployment is 600 seconds or 10 minutes. It
takes 10 minutes from the time you added the service for the error to appear.

¥ O posd

> O pesd I
I | 2l

» (oA i
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Exercise 3. Administering the IBM Cloud Pak for Automation containers

d. Click Application > Deployments to view the deployments for the odm-lab project.

c. Click the Applications tab. The Applications tab provides access to deployments, pods,
services, and routes. It also gives access to Stateful Sets, a Kubernetes feature that
provides a unique identity to pods for managing the ordering of deployments.

Once again, you see the four rows for ODM container deployment and one for the failed

postgresql deployment.

Deployments

Deployment Configs

Hama Last Warsion Status Created Trigger
% Fadid 16 minunes ago Corti o
Deployminis
Fama Last Versicn Ruphcas Created Strategy
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Exercise 3. Administering the IBM Cloud Pak for Automation containers

e. Click Application > Pods to view the Pods for the odm-lab project. All the pods have a
Running status except for the postgresql pod. All the ODM pods are in a Ready state as
indicated by a value of 1/1. As an Administrator, it is a good idea to check the pods and
to confirm their status and state. If any pods are failing or the ready state is 0/1, as in the

postgresql pod, then you know that something might be broken and needs your
attention.

B
r)i-!'_n_-.

Containier

Mame Status Containers Ready Age
i

L]

[+]

[+]

[+ ]

Recall the CLI command oc get pods that you ran to check the status of the pods. The
output of that command is similar to the one from the web console.

__f. Click Builds > Images.
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Exercise 3. Administering the IBM Cloud Pak for Automation containers

___g. Verify that five Image Streams are listed. If you recall, in Exercise 1, you ran the docker
push command to push the ODM images to the OCP docker repository. Similarly, you
also did a docker push for the CPE image in Exercise 2. That image stream is in the
cpe-lab project and is not visible here in the odm-lab project. An image stream and its
associated tags provide an abstraction for referencing container images from within the
OpenShift Container Platform. By using the image stream and its tags, you can see
what images are available and ensure that you are using the specific image that you
need even if the image in the repository changes. Image streams do not contain actual
image data, but present a single virtual view of related images, similar to an image
repository.

Image Streams

Narme Diockoer Repo Tags Updatad

If you used the cpe-lab project, then you see one image stream.

___h. Click Resources > Quota.
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The resource quotas and limit ranges for the project are displayed. No quotas or limit
ranges are defined for this project. A resource quota provides constraints that limit
aggregate resource consumption per project. It can limit the quantity of objects that can
be created in a project by type, and the total amount of compute resources that may be
consumed by resources in that project. A limit range enumerates compute resource
constraints in a project at the pod and container level, and specifies the amount of
resources that a pod or container can consume. Both of these constraints are defined by
the cluster administrator to manage project resources and is done in the cluster console
that you explore later.

ot
SUola

Click the Storage tab.

___k. The Storage tab provides access to storage requests. There is one entry of the
persistent volume claim (PVC) for the Postgresql database that you added before.
However, the status is in pending status which indicates a possible issue with the PVC.
Storage | Create Storage
Marree Status Capasciy Actess Modes Age
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Exercise 3. Administering the IBM Cloud Pak for Automation containers

If you used the cpe-lab project, then you see several PVs since you created them in
Exercise 2.

___ I Recall that you created several persistent volume claims (PVC) for the cpe-lab project.
To verify that you can view those in this console, switch to the cpe-lab project by clicking
the project list and selecting cpe-lab.

OPENSHIFT CONTAINER PLATFORM

___m. As you saw earlier, clicking a project, displays the Application overview page by default
and lists the single CPE pod.
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Exercise 3. Administering the IBM Cloud Pak for Automation containers

n. Click the Storage tab for the cpe-lab project. This time you notice several persistent
volumes claims listed. You created these PVC by using the command line in the CPE
exercise. Since you also created persistent volumes that time, the PVC are bounded
and ready for use.

—_——————— =
BIGrage Learn More ¢ Create Storage

Name Status Capacity Access Modes Age

+ Boundto

volume epe-lab-
RWX (Read-

icp- 1GiB 13 hours
Write-Many)

bootstrapstore

PV

v Boundto
AWX (Read-

volume cpe-lab- 1 GIB o 13 hours

. Write-bany)

lep-cfgstore-pv d

You can create new PVC by clicking Create Storage in the web console instead of using
the CLI. It is a matter of personal preference and expertise.

0. Click the Monitoring tab. The Monitoring tab provides access to build, deployment, and
pod logs. It also provides access to event notifications for the various objects in the
project.

__p- Examine the Events page that opens to the right of the page. Depending on the state of
the pods and your environment you might see some events. If you recently started the
environment, the cpe and odm containers would be started recently too and there might
be some events indicating that. Depending on which project you used to create the
PostgreSql service, the events vary between the projects. If you created the Postgresq|
service in the odm-lab project, then you do not see the error event here in the cpe-lab
project. No errors for either the odm or cpe containers exist. Many objects, such as pods
and deployments, have their own Events tab as well, which shows events that are
related to that object. You explore those events later.
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Exercise 3. Administering the IBM Cloud Pak for Automation containers

A comprehensive list of events in the OpenShift Container Platform 3.11 is available at
https://docs.openshift.com/container-platform/3.11/dev _guide/eve
nts.html

Switch back to the odm-lab project and click Monitoring again. This time notice several
events in the Events section that are related to the Postgresql service.

Monitoring @
B

-5 o BT = e Jln L Faibed Sehaduding

[#]

diectilancenter
MITEIE k- kgimb

adm-lab-odm-

[+]

diacinioning nnae-

babITAd-hTpsT

33387 a @ i

-7 TCAEMbhAS-Tptwd

__r. The postgresql failed binding events are listed in the project in which postgresql service
is added. Depending on which project you used to create the Postgresql service, you
see the failed event only in that project. These failed events are caused by the failed
postgresql deployment, which is part of the project you used. Click the Failed Binding
event. Optionally, you can also click events to see the details.

__s. The details show the pending status of postgresql. Click the Events tab.

postgresgl
posigresq
0 remplang
Sratus -4
Requested Capaciny: IG
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Exercise 3. Administering the IBM Cloud Pak for Automation containers

t. The Events tab mentions the reason for the failed binding, which is missing the PV.

nostoresa
poOsLgresq

app template

Tirmi l*

Tie Riaion and Midiage

Reading the message, the cluster administrator knows how to resolve the problem.
Since the administrator did not create any persistent volume, the persistent volume
claim for PostgreSQL remains unbound. As a result, the PostgreSql pod stays in a
pending status and eventually fails. To solve this error, the cluster administrator can
create PVs using either the CLI or the cluster console that you explore next.

___10. Explore the events for the odm pod. (If you skipped the ODM exercise, then you can work
with the cpe project and use the cpe pod for the steps below)

__a. Click the Monitoring tab.

___b. Click the right arrow to the left of the decision center pod (It is the first one).

Monitoring G
-
@
. s el
N o .
odm-lab-cdm I ' welemi-La o
5 decisionrunner- aH C i R—
babi7yld-hTpa7 .;1:-"-.1:.| - IEI
ed melab-adim . B odm-L
3 detitionierverconisl - F T e 2
& TTCEHbhES-Spbvwd fanriys |I|
© Copyright IBM Corp. 2019 3-20

Course materials may not be reproduced in whole or in part without the prior written permission of IBM.



Exercise 3. Administering the IBM Cloud Pak for Automation containers

___¢. Clicking the right arrow, turns the direction of the arrow down and opens the decision
center container log view.

et L -l
4 L]

[ ¢]

LT

MTEEdehd-kpmb

__d. You can scroll up and down through the logs and examine them. You can also save the
logs to your VM when you want to go through them in details by clicking the Save link.

el L=l P

[£]

MTEEE - kg mE
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Exercise 3. Administering the IBM Cloud Pak for Automation containers

___e. Click the odm-lab-decisioncenter link.

___f. You are in the Pod Details view. Examine the details listed.

__g. Click Logs. It displays the same logs that you saw before.

__h. Click Go to Top at the bottom of the logs or scroll up to view the Terminal tab.
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Exercise 3. Administering the IBM Cloud Pak for Automation containers

__i. Click Terminal. A shell to the running Decision Center container starts.

__j. Feel free to type few sample commands in the shell as a test.

Container

___k. Click Details again and this time scroll down to explore the template.

Type
Config kg
Ky 1= File

__ I Click Actions > Edit YAML.
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Exercise 3. Administering the IBM Cloud Pak for Automation containers

___m. The yaml file opens. If runtime changes are needed, they can be made here. Feel free
to explore. Do not make any changes and click Cancel to close it.

Edit Pod odm-lab-odm-decisioncenter-/f78864cb4-kgjmb

1onz wl
Pod

1 privi Leged
STIT-I2%
IBM Cloud Pak for Autosation
- VlEB.1
r 319 11-BATI0C 16 24T
odm: Lab-ode-decis ioncenter - P TEstdchad

ibe-ode - prod
Ui ibs-oS8-prod-2.2.0
Tiller

ANE AR

Cancel

___11. Explore the Cluster Console view in the web console.

You must be a cluster administrator to access the Cluster Console. Since the admin user is
the cluster administrator, you can log in to the Cluster Console.

___a. Click the down arrow next to Application Console and then click the Cluster Console
link.

___b. You might be prompted to log in to the Cluster Console since it is secured for a cluster
admin access only. If prompted to log in, use admin / passwOrd credentials to log in.
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___c¢. Verify that a list of all the Projects for the cluster is displayed. Remember, that since you
are in the Cluster console, you can view all the artifacts in the cluster, so all the projects
are listed, not just the odm-lab project, or the cpe-lab project.

OPENSHIFT COMTAIMER PLATFORM

Projects

o

©©660666060

__d. Click Workloads > Pods and then select all Projects under the Project list to view all
the pods for the cluster. The administrator can get an overview of the status of all the
pods that are either running, terminating, crashing and so on in the environment and
then take any appropriate corrective steps.

OPENSHIFT CONTAINER PLATFORM

o i ; ™

e. Feelfree to click the Deployments, Deployment Configs, Stateful Sets, Secrets, and
ConfigMaps under Workloads and examine the content that is listed. Also, note the
scope of the Project that is displayed at the top; it says all projects. This means that you
have a view on every object and artifact in the cluster
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f.  Scroll down on the left and click Storage > Persistent Volumes. The list displays the
persistent volumes that you created in the CPE exercise. OpenShift provides both static
and dynamic storage management for container data by using the Kubernetes concepts
of Persistent Volumes and Persistent Volume Claims. Persistent volumes are OpenShift
resources that are created and destroyed only by an OpenShift administrator. A
persistent volume resource represents network-attached storage accessible to all
OpenShift nodes. The PVs listed here can be requested and used by Persistent Volume
Claims of several projects. If any PV is missing or needs edit, the administrator can then
create a new PV by clicking Create Persistent Volume.

Persistent Volumes

__g. Clicking Monitoring displays links for Alerts, Metrics, and Dashboards that can be
configured in the OpenShift Cluster. Do not click any of these links as you explore them
separately in the next section.

h. Expand Administration and click Resource Quotas.

i. No Resource Quotas are defined. In an earlier step, you explored the Quota and Limit
Ranges for the odm-lab project and it did not display any values. It is because no
Resource Quotas were defined by the administrator. Click Create Resource Quota.

Resource Quotas
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__j. The resource quota can be created for a specific project only and not for all project at
the same time. When you click Create Resource Quota, the Project changes to default.
You can optionally select which project you want to restrain. In the Create Resource
Quota that opens, explore the values that you can configure and limit.

__k. Click Cancel when done, do not save any changes

Part 2: Examine the available open source monitoring options

The OpenShift metrics subsystem enables the capture and long-term storage of performance
metrics for an OpensShift cluster. Metrics are collected for nodes and for all containers that are
running in each node.

The metrics subsystem is deployed as a set of containers based on the following open source
projects:

Heapster

Collects metrics from all nodes in a Kubernetes cluster and forwards them to a storage engine for

long-term storage. Red Hat OpenShift Container Platform uses Hawkular as the storage engine for
Heapster. The Heapster project was incubated by the Kubernetes community to provide a way for

third-party applications to capture performance data from a Kubernetes cluster.

Hawkular Metrics

Provides a REST API for storing and querying time-series data. The Hawkular Metrics component
is part of the larger Hawkular project. Hawkular Metrics uses Cassandra as its data store. Hawkular
was created as the successor to the RHQ Project and is a key piece of the middleware
management capabilities of the Red Hat CloudForms product.

Hawkular Agent

Collects custom performance metrics from applications and forwards them to Hawkular Metrics for
storage. The application provides metrics to the Hawkular Agent. The Hawkular OpenShift Agent
(HOSA) is a technology preview features and is not installed by default Red Hat does not provide
support for technology preview features and does not recommend using them for production.

Cassandra
Stores time-series data in a non-relational, distributed database.
Prometheus and Grafana

In addition to the open source projects mentioned above, OpenShift Container Platform ships with a
pre-configured and self-updating monitoring stack that is based on the Prometheus open source
project and its wider ecosystem. It provides monitoring of cluster components and ships with a set
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of alerts to immediately notify the cluster administrator about any occurring problems and a set of
Grafana dashboards. The Prometheus Operator (PO) creates, configures, and manages
Prometheus and Alertmanager instances. It also automatically generates monitoring target
configurations based on familiar Kubernetes label queries. OpenShift Container Platform
Monitoring ships with a Prometheus instance for cluster monitoring and a central Alert manager
cluster.

The OpenShift metrics subsystem works independently of other OpenShift components. Red Hat
OpenShift Container Platform does not force an organization to deploy the full metrics subsystem. If
an organization already has a monitoring system and wants to use it to manage an OpenShift
cluster, there is the option of deploying only the Heapster component and to delegate long-term
storage of metrics to the external monitoring system.

Configuring these metrics is beyond the scope of this exercise. As an Administrator, one needs to
be careful in how these monitoring capabilities are configured as it can impact the performance of
the cluster.

___ 1. Explore Monitoring metrics.

___a. Make sure that you are in the Cluster Console view of the web console.

OPENSHIFT CONTAINER PLATFORM _ I
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___b. Click Monitoring > Metrics.

OPENSHIFT CONTAIN

Home

Storage

Monitoring

A li_i ministration

__¢. Inthe new browser tab that opens, click Log in with OpenShift.

RED HAT
G OPENSHIFT
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___d. Enter admin in the Username field and enter passwOrd in the Password field. Click
Log In.

OPENSHIFT CONTAINER PLATFORM

adrnir|

___e. Leave the default options selected and click Allow selected permissions to give
access to the admin account.

Authorize Access

Service account prometheus-k8s in project openshift-monitoring is requesti

Requested permissions

+ user:info

+ user:check-access

Allow selected permissions Deny
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__f.Inthe page that opens, select node.cpu saturation loadl and click Execute.

0 Enable qusay hatorny

‘kube pod_info_node_count

Execuls ‘kube pod Inlo_node_coud JI

= Insert metric at cursor -

Grap 4

e | T I

kube pod |-

L LT T

:node_disk_saturation:awvg._irate

Add Graph node_disk_utilisation:avg _irate

:node_memory_MemFreeCachedBuffers:sum
rnode_memory _MemTotal-sum

node_memory _swap_bo. bytes: sum_rate
snode_memor 'r'-'-’"'l isatitn

N I“'Il'l #_net saturation:sum irate

__g. Click the Graph tab.
___h.  Examine the graph that opens in the Graph tab.

= ih + L] 3 O simched

| | | \ |
'| IJ | |-I| .[I L
LI

L\ [
\ L/ a | Ll
b AL NV TN Y

__i.  Click any specific point on the graph to view the CPU saturation load for that moment.

__J. Next, select node.cpu utilization avgl from the listand click Execute. See how
the graph changes for the average utilization of the CPU.
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k. Click Alerts from the menu at the top.

I.  The Alert manager manages incoming alerts; this includes silencing, inhibition,
aggregation, and sending out notifications through methods such as email, PagerDuty,
and HipChat. Click the DeadMansSwitch under alerts. OpenShift Container Platform
Monitoring ships with a dead man’s switch alert to ensure the availability of the
monitoring infrastructure. The DeadMansSwitch is a Prometheus alerting rule that
always triggers. The Alert manager continuously sends notifications for the dead man’s
switch to the notification provider that supports this function. This also ensures that
communication between the Alert manager and the notification provider is working.
Several alerts are preinstalled by default.

Alerts

®:

DeadMansSwitch (1 active)

degeription: This 12 4 DeadManiSwiteh @eant Lo énsuré Chat thée éntire -'|-ll.'ll.'.l"_| pLpEl i
is functional
summary: Alerting DeadMansSwitch

Labels Slate Active Since
WW FIRING 2019-11-14 01:48:30, 183677339 +0000 UTC
Annotations

descriplion

This i a DepdddansSwilch meant 10 eénsure thal the entire Aerting pipelng is luncioni
summary

Aerting DeadMansSwitch

___m. Feel free to click the other menu options. For an explanation of all the alert rules, see
Red Hat OpenShift documentation.
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Exercise 3. Administering the IBM Cloud Pak for Automation containers

___ 2. Explore Monitoring alerts.

___a. Switch back to the cluster console view tab and click Monitoring > Alerts.

OPENSHIFT CONTAIN

Home

o = _
Workloads

Ll A o
FECIT g

Storage

Monitoring

Dashboards

Administration

__b. Inthe new browser tab that opens, click Log in with OpenShift.

RED HAT
0 OPENSHIFT
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Exercise 3. Administering the IBM Cloud Pak for Automation containers

___c¢. When the login page opens, enter admin in the Username field and enter passw0rd in
the Password field. Click Log In.

OPENSHIFT CONTAINER PLATFORM

adrnir|

__d. Leave the default options selected and click Allow selected permissions to give
access to the admin account.

Authorize Access

Service account alertmanager-main in project opens monitoring |s reguesting
|::':' [ :|

Requested permissions

+ user:info

+ user:check-access

Allow selected permissions Deny

e. Inthe page that opens, there are three tabs - Alerts, Silences, and Status.

The Alert manager handles alerts that are sent by client applications such as the
Prometheus server. It takes care of duplicating, grouping, and routing them to the
correct receiver integration such as email, PagerDuty, or OpsGenie. It also takes care of
silencing and inhibition of alerts.

Silences are configured in the web interface of the Alert manager. Silences are a
straightforward way to mute alerts for a given time. A silence is configured based on
matchers, just like the routing tree. Incoming alerts are checked whether they match all
the equality or regular expression matchers of an active silence. If they do, no
notifications are sent out for that alert.

The Status displays the targets that are being monitored.

You do not do any Alert manager configuration.

© Copyright IBM Corp. 2019 3-34
Course materials may not be reproduced in whole or in part without the prior written permission of IBM.



Exercise 3. Administering the IBM Cloud Pak for Automation containers

3. Explore Monitoring Dashboards.

___a. Switch back to the cluster console view tab and click Monitoring > Dashboards.

OPENSHIFT CONTAIN

Home

o = _
Workloads

Ll A o
FECIT g

Storage

Monitoring

Administration

__b. Inthe new browser tab that opens, click Log in with OpenShift.

RED HAT
0 OPENSHIFT
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Exercise 3. Administering the IBM Cloud Pak for Automation containers

___c¢. When the login page opens, enter admin in the Username field and enter passw0rd in
the Password field. Click Log In.

OPENSHIFT CONTAINER PLATFORM

adrnir|

__d. Leave the default options selected and click Allow selected permissions to give
access to the admin account.

Authorize Access

Service account grafana in project openshift-monitoring is requesting [>ermission to

Requested permissions

+ user:info

+ user:check-access

Allow selected permissions Deny
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Exercise 3. Administering the IBM Cloud Pak for Automation containers

___e. \Verify that the Home Dashboard page opens.

Home Dashboard

In addition to Prometheus and Alert manager, OpenShift Container Platform Monitoring
also includes a Grafana instance and pre-built dashboards for cluster monitoring
troubleshooting. The Grafana instance that is provided with the monitoring stack, along

with its dashboards, is read-only.

f.  Click Home at the upper left of the page.

Home Dashboard

Click the link for K8s / Compute Resources/Cluster to view the resources for your
OpenShift cluster.

—9

(Bs / Compute Resources / Hamespace

BS / Compite Resources | Pot

thiod [/ Cluster
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Exercise 3. Administering the IBM Cloud Pak for Automation containers

___h. The cluster resource page opens. Examine the CPU and memory requests by cluster.

Headlines

CPU Lz CPLU Radgyp ] CPU Limits T Moy ILAiles &

3.93% 15.48% 39.4% 20.7%

__i. Scroll down to view the requests broken down by namespace.

« Memory Requests

Reqiarils by Namaapade

__j.Feel free to continue to explore the grafana dashboard.

4. Explore the Home dashboard. Now that you explored the Monitoring tab, there is one more
dashboard in the cluster console that is of great interest to the Administrator.

___a. Switch back to the Cluster Console tab and click Home > Status.

OPENSHIFT CONTA
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Exercise 3. Administering the IBM Cloud Pak for Automation containers

___b. The cluster status page for all the projects is displayed and provides a high-level view of
your cluster.

Cluster Status

Health

Kubernetes AP Openshift Console Alerts Firing Crashlooping Pods

Control Plane Status

AP| Servers Up Controller Managers Uip Schedulers Up AP| Request Success Rate

The administrator can check the health of the cluster by examining this view. It shows
the API server is up and all is good. The number of alerts being fired is listed here also
along with any crashing pods.

c. Scroll down to see the Capacity planning section. it displays the CPU Usage, Memory
Usage, Disk Usage and Pod Usage. The administrator can use this data to investigate
any problem areas in the cluster and address those issues.

Control Plane Status

AP| Servers Up Controller Managers Up Schedulers Up APl Request Success Rate

Capacity Planning

CPU Usage Memory Lisage Disk Usage Pod Usage
., e, o, P
|lr" I..'f’ |r./ I.;
; ! [ .
l-- / l / b / e /
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Exercise 3. Administering the IBM Cloud Pak for Automation containers

__d. Click Home > Events on the left pane.

___e. The Events page displays events that are being generated for all projects. If you switch
to the odme-lab or cpe-lab project, you can see the failed events from Postgresql.

OPENSHIFT CONTAINER PLATFORM

Events

D Al Types - Al Categories ~
1]
P @
D G e
no | th
ﬂ [+ ] 4 a
c : Ge g I

Part 3: Scale an application

As part of managing application deployments, an administrator must be able to control the number
of replicas of pods. Replication controller guarantees that the specified number of replicas of a pod
are running always.

The replication controller instantiates more pods if pods are killed, or are deleted explicitly by an
administrator. Similarly, it deletes pods as necessary to match the specified replica count, if there
are more pods running than the desired count. Although Kubernetes administrators usually
manage replication controllers directly, the recommended approach for OpenShift users is to
manage a deployment configuration that creates or changes replication controllers on demand.

In this section, you use both the CLI and web console to view and manage replicas.
__ 1. Change the number of replicas for an application.

__a. Switch to the Service Catalog view at the top.
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Exercise 3. Administering the IBM Cloud Pak for Automation containers

___b. Inthe My Projects on the right, click the odm-lab project.

+ Croace Project

__c¢. The view switches to the Application console view. Click Applications > Pods to view
the pods for the project.

OPENSHIFT CONTAINER PLATFORM

=

___d. Forthe dm-lab project, there are four pods running and one failed postgresql pod. If you
are using the cpe-lab project, then the number of pods varies.

___e. Leave the web console open and open a new terminal and login to the OpenShift
cluster. The OpenShift console URL is https://console.cp4a.com:8443 and the
username/password is admin/passwOrd.

oc login https://console.cpda.com:8443 —u admin -p passwlrd

f.  Check the current project being used in the cluster.

oc project

___g. Ifthe current project is cpe-lab, then switch to the odm-lab project.

oc project odm-lab

___h. Check the status of the pods and compare the result with the one in the web console.
The number of pods is the same.

oc get pods
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Exercise 3. Administering the IBM Cloud Pak for Automation containers

[root@master -]® oc get pods

MNAME

odn-lab-odm-decisioncenter- T 78864ch4-kgjab

oda- Lab-ods-decisionrunner-bEbT 7591d-hTp&T

ode- lab-odn-decisionserverconsele- 7TTcaaTobeS - Ipbwid
odn-Lab-odn-decisionserverruntime-78c44b4547 - z5qr)
postgresgl-1-deploy

READY

1/1
171
/1
1/1
a1

STATUS
Running
Running
Fusnnd g
Running
Error

RESTARTS AGE

a
L
L
a
L

[rootimaster -]# I

Sh
Sh
9h
Oh
3h

___i. Run the command with the -o wide option to view the internal IP address and the node
of each running pod.

oc get pods -o wide

[root@master -]# oc get pods -0 wide

MAME READY STATUS BESTARTS  AGE IP HODE
NOHINATED MODE

ade- Lab-edm-decisioncenter-7 T TA864ch4 - kgimb 141 Running o ah 10, 130.0.4 Cconputed. cpda.
EFanEs

adm- Lab-odm-decisionrunner-bEbf759fd-hTpe7 1/1 Running B Gk 16.129.8.4 computel.cpda.
paal=lgl

odm- Lab-odm-decisionserverconiole - TTe88TbbES - Sphwd 1,1 Running @ ah 16,136.98.3 computel.cpda.
<MOnE>

adE- Lab - odf- dec 18 ionderve rreht ime - TAZ44B454 7 - 287 § 151 Runfilng @ 9h 16.129. 8.5 computel.cpda.
mil=lil-td

postgresql-1-deploy 271 Error =} an 19.129.9.6 conputel.cpda.
CMOnEs

[ roct@master -|& I ..

__j- The cluster administrator may decide to remove the failed postgresql pod. Before

continuing, delete that pod. To delete, you use the name of the postgresql pod.

com

com

com

oc delete pod postgresgl-l-deploy

.Irﬂﬂ;%?ai:tél l!e'i.a'll};l-l af get pods -0 wide

HARE READY STATUS  RESTARTS
DE
pdm- Lab-odn-decisioncenter- TETEBG4Chd - kg jmb 1/1 Running @
odm-Lab-odn-decisionrunner-bABT TS89 d-h7pa7 1/1 Running (1}
adm-Lab-oda-decisionserverconsole- TFeii{bbas - 5pbwi /1 Running [t}
ndm-lab-ndn-decLsmnserverrunnne-'-'ﬂ-:d-m-:s-t'.l'-:igr: 1/1 Rul'll'\ll'\l.} [
postgresgl-1-deploy B/ 1 Error i
|root@master deploy]l® oc delete pod postgresgl:1-deploy
pod “postgresql-1-deploy” deleted

k. Verify that the pod is deleted.

oc get pods -o wide

[root@master deploy]# oc get pods -o wide
NAHE READY STATUS RESTARTS
E
odn-Lab-gdm-decisioncenter-7{78864chd - kgjmb 171 Running 2]
odn-lab-odm-decisionrunner -bibf759fd-hTpe? 171 Running 5]
odn-lab-cdm-decisionserverconsole-77cBETbbES - Sphwd 151 Running :]
odn-lab-odm-decisionserver runt ime- 7TAc44ba547 - 25gr] 171 Running @

[rantimaster denlowls

I Leave the terminal open and switch to the web console and click the Overview tab.
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Exercise 3. Administering the IBM Cloud Pak for Automation containers

___m. Inthe pods that are displayed, click the right arrow next to Decision Center pod.

} Ow
] o | o R

__n. The view is expanded and the arrow is pointed down. The view shows the Decision
Center pod that is running. Note that the number of pods is 1.

___ 0. You can click the up arrow or down arrow next to the blue donut to increase or
decrease the number of pods. Click the up arrow twice to scale the number of
pods to 3.

o lab-GAm-gec| S| Ondenter D
@ bmuge: ockin labvodm-dacitione st 3
B B
Ports: QA5LTOP [deport)

___p- Switch back to the terminal and run the command again to view the number of
pods. This time notice the two new pods start. Take a note of the compute nodes
where the new pods are running. It might be either that both the new pods are
running on the same node or they run on different ones.

oc get pods -o wide
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Exercise 3. Administering the IBM Cloud Pak for Automation containers

odim- Lab-oda-decisioncenter-T1TEEG4 cbd - kg jmb 171 Bunning [E] 11k 16.138.0.4 st sl e
odm- Lab-oda-decisiencenter-TTTEE64cbd-m5hs2 as1 Running ] 4% 3. 130.0.10 computel. cpda.com
1 adn-decisiencenter-7f78864chd - phz6c Bl Running ] 45 18,129.8.18 computel, cpda. com
brode-decisionrunner-bebf 759 fd- h7ps7 1/1 Running B 11h 18.129.8.4 - -
-ada-decisionserverconsole- TTcEBTbLES - Spbwd 1/1 Running B 11k 16.138.8.3 conputel . cpda. com
b-ode-decisionserverrunting - TRc44ba547 - 28grj 171 Bunning o 11k 15.129.8.5 conputel. cpda. com

i k-
|root@master deploy]e I

__g. Go back to the Application console and click the up arrow four more times to
scale the the number of pods to 7.

odm-lab-ibm-odm -rodo

___r. Switch back to the terminal and run the command again to view the number of
pods. This time notice the four new pods that are starting. Count the total
number of pods that running on the compute1 node and the total number of pods
that are running on the compute2 node. The number of pods running on the
compute1 node is close to the number of pods running in the compute2 node.
This way the Administrator is assured that the router is balancing the request
between the compute nodes.

oc get pods -o wide

1AME ELADY STATUS RESTARTS Ll e e
MIRATID NODE

decisioncenter- TETERGEchE- 31112 0l Aunning n 14 10,129, | 3  computel,cpda.com
dm-decisioncenter TETEBLEChA- Cuwwg w1 ContainerCresting 0 s <nones computel, cpda. com
decisioncenter-TTEBbbchE- j9pTp 1 Aunning 0 s 18.138. | 12 computel.cpda.com
m-decisioncenter . T TEbbLch - kgjmb 141 Aunning o 11k 10,138, || 4 computel . cpda. com
dm-declsloncenter M TEbsEcbd - ahbsr a1 o s 10,130, | 16 computel. cpda.com
s-decigloncanter. TITEbSLehd - valyr 81 ing 0 ETTTTES computed, cpda. com
An-decidioncanter- TETRBEEChA - FHTHC Bl n = 10,129, | 18 computel, cpaa.com
1 sdm-decisionrunner B TIRIA- hTph T 11 Running n 118 10,129, | 4 cemputel, cpda, com
nes
odm- Lak- ode-declslonserverconsale- TTCRETDDAS - Iphnd 171 Running L] 1 18,1380 3 computel. cpda. com
ane
odm- Lak-ode-decislonserver nunt ime- TEC84b454T - 25gr) 171 Running ] 11k 18.129. | 3 computel. cpda. com

___s. Ifapod crashes or is deleted, a new one starts to match the replica # set, which is 7 in
this instance. In the terminal, select the name of one of the pods and run the command
to delete it.

oc delete pod <a pod name>
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Exercise 3. Administering the IBM Cloud Pak for Automation containers

[root@master deploy]# oc delete pod odm-lab-odm-decisioncenter-7f78864ch4-Sq6Th
pod "odm-lab-oda-decisioncenter-7f78864cb4-5q6fb" deleted

___t.  One pod gets deleted but since the replica # is set to 7, a new pod is started right away
to keep the number of running pods to 7 always.

wémaster deploy]# oc get pods -o wide

H FEADY STATUS RESTARTS AGE IP MODE

MINATED NODE

lab-odm-decisioncenter-7T78B64chd -5qfpg Br1 Running [t a5 18.1368.8.22 compute?. cpda.
ones

‘lab-odm-decisioncenter-7fTa864chd - Tvifwt 171 Running @ 18m 18.136.9.21 computel.cpda.
VO

lab-gdm-decisioncenter- T TAE64chd - 3bSna 1/1 Running B 27Tm 16,12G.6. 22 computel ., cpda,
ne>

‘lab-odm-decisioncenter-7f78864chd - cqznd 1/1 Running L} 18m 10.129.8.24 computel . cpda.
HoneE=

lab-gdm-decisioncenter- 71 78864chd -wbf2n 11 Aunning [ 18m 18.129.9.23 conputel.cpda,
A

-lab-odm-decisioncenter-TT 7864 chd -wdcxk 171 Running 4] Lh 18.136.8.14 CoRputel.cpda.
one>

‘lab-odm-decisioncenter-7fT8864chby Z L 1/1 Running a 18m 18.138.8.28 compute?. cpda.
WOnEs

Lab-gdm-decisionrunner-bEbTTS91d - nT7mxr 1/1 Running B 18k 16.129.86.12 computel ., cpda.
=] T=E

‘lab-odm-decisionserverconsole-77cB8fbbB5- xguaBE 171 Running i 18h 10.129.8.13 computel . cpda.
nnes

lab-gdm-decisionserverruntime-T8c44b4547 - dinkg 171 Running [ 18h 16.129.8.14 computel.cpda,

nnes>

___u. Go back to the web console and change the number of pods back to 1 as it was before.
You do that by clicking the down arrow 6 times to scale the number of pods down
to 1.

\

Part 4: Monitor applications with probes

OpenShift applications, including IBM Cloud Pak for Automation containerized applications, can
become unhealthy due to issues such as temporary connectivity loss, configuration errors, or
application errors. Developers can use probes to monitor their applications. A probe is a
Kubernetes action that periodically performs diagnostics on a running container. Probes can be
configured by using either the oc command-line client or the OpenShift web console. There are
currently two types of probes that administrators can use:

Liveness Probe

A liveness probe determines whether an application that is running in a container is in a healthy
state. If the liveness probe detects an unhealthy state, OpenShift kills the pod and tries to redeploy
it again. Developers can set a liveness probe by configuring the
template.spec.containers.livenessprobe paragraph of a pod configuration.

Readiness Probe
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Exercise 3. Administering the IBM Cloud Pak for Automation containers

A readiness probe determines whether a container is ready to serve requests. If the readiness
probe returns a failed state, OpenShift removes the container's IP address from the endpoints of all
services. Developers can use readiness probes to signal to OpenShift that even though a container

is running, it should not receive any traffic from a proxy. Developers can set a readiness probe by
configuring the

__ 1. Check the events for the project.

___a. Make sure that you are in the odm-lab project in the Application console view of the web
console.

__b. Inthe web console, click the Overview tab.

___¢. Click the Decision Center deployment.

__d. Click the Events tab.

odm-lab-odm-deciioncenter

odm-lab-oam-decisioncenter
app chart hernage
WVersion T Rephcad
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Exercise 3. Administering the IBM Cloud Pak for Automation containers

___e. The latest generated events are listed.

odm-lab-odm-decisioncenter

odm-lab-adm-decisioncenter

app

chart - hermage

Emviranment

Sortby | Time 13

Reason Mesiage

Lealirg Replica Set Tealed o replca e odm-Lab-odm-ded itensenter- TITERG B 1o 1

Scaling Replica Set Leabed up replica set cdmelabe-odmedeciioncenber- T BS&Lc b ko 2
Laled down replica st odm:lab-odm-decissonenter-TITERGSchS bo 1

Scaling Beplica Set

Seaked up replics set edm-ab-odm-decsioncenter-TITBSG6Echd 1o 7

Scaling Replica St

__f. Click the Configuration tab. Scroll down to view the container details.

-]

odme-

Template

Contalners

lab-odmedeisioncenter
Image: odmelabrodim-des skonc entier
Ports: S48 3TCR (do-port)

MasunE: odm-lab-pdim:

o g e i e a- VOIS —= AC R AT®
CPL 00 rallicorees to 2 fores
Maemory: 312 MIB 104 G

Readiness Probe: GET /decisioncenterdhealthCheck on port doport (HTTPS)

Livenass Probe: GET MdecisioncenterihealthiC heck on port de-port (HTTRS)

__g. Examine the Readiness Probe and Liveness Probe settings for the container.

=

To change the settings of the Readiness Probe and Liveness Probe, you can click

Actions and then click Edit Health Checks.
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Exercise 3. Administering the IBM Cloud Pak for Automation containers

i. For each probe type, you can select the type, such as HTTP GET, TCP Socket, or
Container Command, and specify the parameters for each type. You do not change any
settings and click Cancel.

Edit Health Checks

Health Checks: odm-lab-odm-decisioncenter

Readiness Probe

* Type

W Use HTTPS

Path

* Port

__j- The web console can also be used to edit the YAML file that defines the deployment
configuration. Click Actions > Edit YAML.

ALt
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___k. Upon the creation of a probe, a new entry is added to the configuration file for the
deployment configuration. You can review or edit a probe by using the deployment
configuration editor The live editor allows you to edit the periodSeconds,
successThreshold, and failureThreshold and few other options. Scroll through the YAML
file to examine the entries.

EE YANL

Edit Deployment odm-lab-odm-decisioncenter

i: 10
fdecisioncentershe | thCheck

t: de-part
HTTPS

Candcel

The periodSeconds value of 10 seconds specifies that the OpenShift performs a
liveness probe every 10 seconds. The initialDelaySeconds value of 300 seconds tells
OpenShift that it needs to wait 300 seconds before performing the first probe. To
perform a probe, OpenShift sends an HTTP GET request to the server that is running in
the Container and listening on port 8080. If the handler for the server’s /health path
returns a success code, OpenShift considers the Container to be alive and healthy. If the
handler returns a failure code, the OpenShift kills the Container and restarts it.

Any code greater than or equal to 200 and less than 400 indicates success. Any other
code indicates failure.

The timeoutSeconds value of 5 seconds is the time OpenShift waits for the probe to
finish. If this time is exceeded, OpenShift Container Platform considers the probe to
have failed.

The SuccessThreshold value of 1 is the minimum consecutive successes for the probe
to be considered successful after having failed.

The failureThreshold value of 10 is the minimum consecutive failures for the probe to
be considered failed after having succeeded.

Readiness and liveness probes can be used in parallel for the same container. Using
both, an administrator, can configure the values to ensure that traffic does not reach a
container that is not ready for it, and that containers are restarted when they fail

2. Close all open windows.

___a. Enterexitin the terminal to close it. If you had multiple terminal windows open close all
of them

___b. Close the Firefox browser.
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___¢. Close any other open windows, including any text editors.

__d. Close the RDP console window or the browser window that was used to work with the
Master VM.

You now completed some basic administration tasks for managing containers in the
OpenShift environment. This concludes this exercise.

End of exercise
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Exercise review and wrap-up

The first part of the exercise ...
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Appendix A. Installing Red Hat

OpenShift Container
Platform V3.1.1 to create
the lab environment

Overview

This appendix describes how to prepare the Red Hat Enterprise Linux environment and install Red
hat OpenShift Container Platform (RHOCP) V3.11.

Part 1: Configure Environment for installing Red Hat OpenShift Container

Platform 3.1.1

Login to the Master node as root \ passwOrd

Verify that ports are open by running the ss command. Note that for this environment, ports
have already been verified. As a test, you can check port 9091 that is needed by Calico.
Replace the <port numbers> variable with 9091. If the port is not in use, the output is
empty. If the port is in use, an output is displayed. In this example, since the port is not in
use, the output is empty.

ss —tnlp | awk '{print $4}'| egrep -w "<port numbers>"

Make sure the Python 2.6+ (2.6 — 2.9.x are supported) is installed on each node in the
cluster. To verify the Python version run the following command.

python -V

Note: Python V3.x is not supported yet.

Make sure unzip is installed.

|unzip -V ‘

Unzip version should be at 6.0 or higher.
Make sure proper version of Firefox is installed.

Firefox must be the most recent version.

firefox -v

Version should be at 60.2.2 or higher.

___ 6. Verify the GNU Compiler Collection is installed.

|rpm -gq gcc -v ‘

GCC should be at version 4.8 or higher and is used to configure Socat in a later step.
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Appendix A. Installing Red Hat OpenShift Container Platform V3.1.1 to create the lab environment

___ 7. Verify NTP is enabled.

timedatectl

___ 8. ltis agood idea to synchronize the clocks in each node in the cluster. To synchronize your

clocks, you can use network time protocol (NTP). Verify that the response includes “NTP
enabled:: yes”

9. Increase the number of mmap counts (Node: Master and Compute nodes)

The default operating system limits on mmap counts is likely to be too low, which may result in
out of memory exceptions. Increase the number of mmap counts on each node in the cluster.

___a. Update kernel parameters.

echo "kernel.sem=250 32000 32 1024" >> /etc/sysctl.conf

echo "vm.max map count=262144" >> /etc/sysctl.conf

__b. Restart the server for changes to take effect

shutdown -r now

__10. Configure Password-less SSH (Node: Master)

Configure password-less SSH from the Master node to all other nodes in the cluster.

__a. Create keys for Master node

ssh-keygen -b 4096 -f ~/.ssh/id rsa -N ""

cat ~/.ssh/id rsa.pub | sudo tee -a ~/.ssh/authorized keys

___b. Copy the public key to all the nodes in the cluster.

ssh-copy-id -i ~/.ssh/id rsa.pub root@<WORKER NODE IP>

If you get a warning that all keys were skipped, that is expected behavior. Answer “yes” if
asked to connect.

When prompted to continue to connect, enter yes.
When prompted to enter a password, enter passw0rd.

__c¢. Verify that you can now use SSH from the master node to other nodes without
supplying a password.

|ssh root@<WORKER NODE_TP> |

___d. Once connected to the worker node, restart the sshd on each worker node.

|systemctl restart sshd ‘

0 Important

If you receive an error message stating “Signing failed, agent refused operation” verify the IP you
are using is correct.

___e. Enter exit to exit SSH session to the worker node
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___11. Configure Secure Shell (SSH) for root user. (Node: Master and Compute nodes)

___a. Before editing the host file on the Master node (next step), get the host name of each
node by using the hostname command. Make a note of the Master and Worker host

names.

hostname

___b. Enable remote login

sed -1 's/prohibit-password/yes/' /etc/ssh/sshd config
sed -1 's/PermitRootLogin no/PermitRootLogin yes/' /etc/ssh/sshd config

__C. Restartssh

systemctl restart sshd

__12. Configure /etc/hosts file (Node: Master)

Edit the /etc/hosts file on the Master node and add IP addresses and host names for each
node in the cluster.

__a. Update the /etc/hosts file on the Master node

127.0.0.1 localhost

<MASTER NODE IP> <MASTER NODE HOSTNAME> #master
<computel NODE IP> <WORKER NODE HOSTNAME> #computel
<compute2 NODE IP> <WORKER NODE HOSTNAME> #compute?2

__b. Copy /etc/hosts from Master node to all cluster servers

scp /etc/hosts root@<compute NODE IP>:/etc/hosts

The /etc/hosts file must be identical on all machines in the cluster. Answer “yes” if asked
to connect.

0 Important

Enable Red Hat subscription on Master and Worker nodes. Refer to subscription document for
details. It is important to complete the steps in the Subscription document before continuing or else
commands fail. The exception is if you are running these steps in your own environment (not this
sandbox), in which case, check with your RHEL Administrator.

___13. Stop and disable Firewall (Node: Master and Compute nodes)

service firewalld stop

systemctl disable firewalld

If you restart any of the VMs then you must stop and disable firewall again using these
commands.
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14. Start and enable the NFS and RPC services (Node: Master)

__a. Enable NFS and RPC services:

systemctl enable nfs-server
systemctl enable rpcbind
systemctl enable nfs-lock
systemctl enable nfs-idmap

b. Start NFS and RPC services:

systemctl start nfs-server
systemctl start rpcbind
systemctl start nfs-lock

systemctl start nfs-idmap

Part 2: Install Red Hat OpenShift

1.

Update the host file on Master to add an entry for the cluster console link to work in the
OpenShift web console. Cluster console view is a view that opens when you are logged into the
OpenShift web console. This link does not work if the host does not have the following entry in
this environment:

10.0.0.1 console.cpd4a.com

2. Update the host file to add the entries for the metrics to work in the cluster console.

grafana-openshift-monitoring.cp4a.com
prometheus-k8s-openshift-monitoring.cpda.com
alertmanager-main-openshift-monitoring.cp4a.com

3. The host file looks like the following:

127.68.8.1 localhost localhost.localdomain localhostd localhostd. localdomaind

S | localhost localhost.localdomain localhosté localhost6.localdomainG

16.8.8.1 master.cpda.com console console.cpda.com grafana-openshift-monitoring.cpda.com

prometheus-kés-openshift-monitoring.cpda.com alertmanager-main-openshift-monitoring.cpda.com

16.9.8.2 computel,cpda,.com computel
16.8.8.3 compute?.cpda.com  computel

4. Download the inventory file from Red Hat and customize it for the installation as needed.
Check the prerequisites by running the command below.
ansible-playbook -vv playbooks/prerequisites.yml
6. Run the following command to install OpenShift cluster.

ansible-playbook -vv
/usr/share/ansible/openshift-ansible/playbooks/deploy cluster.ym
1

7. Set the password for user admin.

htpasswd -cb /etc/origin/master/htpasswd admin passwOrd
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___ 8. Add the cluster-admin role to user admin.
oc adm policy add-cluster-role-to-user cluster-admin admin
It may say that user admin could not be found. That won’t have any impact, just ignore
the message.
9. Opennhttps://master.cpd4a.com:8443 in Firefox browser. Verify you can login with
admin/passwOrd. Bookmark the page for future use
___10. Verify that you can click the Cluster Console link at the top. This confirms that you can view
the cluster console and do cluster admin administration and monitoring using the console.
You can also go to the cluster console directly by using the link:
https://console.cpd4a.com: 8443
___11. Download tiller.yaml from shared box folder. Create a service account for your tiller pod and
assign it to cluster-admin role.
kubectl apply -f /root/tiller.yaml
helm init --service-account tiller --upgrade
oc adm policy add-cluster-role-to-user cluster-admin
system:serviceaccount:kube-system:tiller
___12. Extract helm package.
tar zxvi *.gz
___13. Copy helm executable file to /usr/bin.
cp linux-amd64/helm /usr/bin
___14. Initialize helm locally.
helm init --client-only --skip-refresh
___15. Copy tiller docker image to both compute nodes.
scp tiller.tar root@computel:/root
scp tiller.tar root@computel2:/root
___16. Use SSH to connect to both compute nodes, load the docker image.
ssh computel
docker load -i tiller.tar
exit
ssh compute?
docker load -i tiller.tar
exit
___17. Make sure you quit SSH and go back to VM 1. Install tiller.
helm init
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___18. Create a service account for your tiller pod and assign it cluster-admin role.

kubectl apply -f /root/tiller.yaml

helm init --service-account tiller --upgrade

oc adm policy add-cluster-role-to-user cluster-admin
system:serviceaccount:kube-system:tiller

Sample Inventory file:

# Create an OSEV3 group that contains the masters, nodes, and etcd groups
[OSEv3:children]

masters

nodes

etcd

# Set variables common for all OSEv3 hosts

[OSEv3:vars]

# SSH user, this user should allow ssh based auth without requiring a password
ansible_ssh_user=root

openshift_deployment_type=openshift-enterprise

openshift_image tag=v3.11.117

#openshift_pkg_version=-3.11.117

# If ansible_ssh_user is not root, ansible_become must be set to true

#ansible_become=true

# default selectors for router and registry services
# openshift_router_selector="node-role.kubernetes.io/infra=true’

# openshift_registry_selector="node-role.kubernetes.io/infra=true'

# uncomment the following to enable htpasswd authentication; defaults to
DenyAllPasswordldentityProvider

openshift_master_identity providers=[{'name’: 'htpasswd_auth’, 'login": 'true’, 'challenge’: 'true’,
'kind": '"HTPasswdPasswordldentityProvider'}]

openshift_master default_subdomain=cp4a.com

openshift_disable _check=memory_availability,disk _availability,docker_storage,docker_image_avai
lability
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#os_sdn_network_plugin_name=redhat/openshift-ovs-multitenant

openshift_master_cluster_method=native
openshift_master_cluster_hostname=console.cp4a.com

openshift_master_cluster_public_hostname=console.cp4a.com

ansible_service broker_install=false
openshift_enable service catalog=false
template_service_broker_install=false

openshift_logging_install_logging=false

# registry passwd
oreg_url=registry.redhat.io/openshift3/ose-${component}:${version}
oreg_auth_user=XXXXX

oreg_auth_password=XXXX

# openshift_examples_modify_imagestreams=true

# docker config
openshift_docker_additional_registries=registry.redhat.io
#openshift_docker_insecure_registries=rh16.cn.ibm.com:5000
#openshift_docker_blocked_registries

openshift_docker_options="--log-driver json-file --log-opt max-size=1M --log-opt max-file=3"

openshift_cluster_monitoring_operator_install=true
openshift_metrics_install_metrics=true

openshift_enable unsupported_configurations=True
openshift_logging_es_nodeselector="node-role.kubernetes.io/infra: "true™

openshift_logging_kibana_nodeselector="node-role.kubernetes.io/infra: "true

# host group for masters
[masters]

master.cp4a.com

# host group for etcd
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[etcd]

master.cp4a.com

# host group for nodes, includes region info

[nodes]

master.cp4a.com openshift_node_group_name='node-config-master-infra'
compute1.cp4a.com openshift_node_group_name='node-config-compute'

compute2.cp4a.com openshift_node_group_ name='node-config-compute'

#openshift_console_install=true
#openshift_console _hostname=console.cp4a.com
#openshift_master_api_port=8443

#openshift_master_console port=8443
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